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The IEEE 802.4 token bus protocol for local area networks is emerging as a popular standard for fac-
tory automation applications. The enormous interest in this protocol is due to its various distinguishing
features, one of which is the provision of a prioritized mechanism to access the transmission medinm, The
implementation of the priority scheme by any station in an 802.4 network is optional. If a station imple-
ments the priority scheme, then the objective is to allocate bandwidth to lower priority frames only after
transmission of higher priority frames. Each of the lower three access classes is assigned a target token
rotation time. This goal rotation time is different for each access class and is known as the
Target Rotation_Time (TRT) of an access_class. The TRT setting at each access_class decides the amount
of time available {0 serve messages of that pricrity. The IEEE 802.4 token bus standard specifies only the
maximum values for the Target Rotation Times, Hence it is essential to know how 1o set the TRTs to
achieve a desired priority scheme.

In this paper we present an analytic model which can be used to solve for the TRT settings which
will implement a user-defined priority scheme. For example, suppose that the user wants normal service at
Time Available access_class until network throughput rises to o, with 0 S o5 1. Then letting N be the
number of stations in the network, X be the transmission time of a token, X, be the transmission time of 4
message, and A, A, Ang, and A, be the arrival rate in packets per second at the Synchronous,
Urgent __Asynchronous, Normal Asynchronous, and Time Available access classes respectively, and
using the analytic model, the effective value of the TRT,, is,

N'XT

eﬁ(TRTm)z 1-N 'XM'(A’S .{ulm %?\,m + ?\om) '

The effective value can be higher than the actual TRT setting by up to one message transmission time. This
is according to the specifications of the standard that the transmission of a message once started will go on
to completion even if it runs past the expiration of the timers.

The analytic predictions show close agreement with the simulation results. Thus, given a user-
defined performance target (eg., ‘“Time_Available access class to receive normal service until network
throughput exceeds ©"*), we can calculate the TRT settings which will achieve that goal.



1. Introduction

The 8024 token passing access method offers four levels of service called access_classes and mes-
sages can be transmitted at any of the four priorities. The four access_classes in descending order of
priority are Synchronous access class, Urgent Asynchronous access class, Normal Asynchronous
access_class, and Time Available access_class. The implementation of the priority scheme by any sta-
tion _is optional. By suitably setting the variables associated with the implementation of the priority
scheme, it can be ensured that this scheme gives preference to frames of higher priority. The amount of
time available to transmit messages from the Synchronous access_class is decided by the value of the
variable High_Priority_Token Hold_Time (HPTHT). The amount of time available to transmit mes-
sages from each of the lower three access_classes is decided by the value of the Target Rotation Time

(TRT) setting at each access_class, This setting is different for each access_class.

The TRT setting at each access_class limits the token cycle time at each access_class. In this paper
we present an analytic model that can be used to calculate the values of TRT settings to obtain optimum

service at an access_class until a user-defined throughput is reached.

1.1. An analytic model for determining TRTs

A problem faced by token bus network designers and operators is the selection of
Target Rotation Times which will implement a desired priority scheme, It is possible to determine the
individual TRT setting of an access_class so as to obtain maximum possible service at an access_class
(that is, on the average a message gets transmitted within one token cycle) at an access_class until net-
work throughput reaches or exceeds a user-defined threshold. For purposes of analysis presented in this
paper, throughput has been defined as the number of data bits tran$mitted (including all address and fram-

ing bits) per bit time expressed as a fraction of the bus capacity.



1.1.1. Definitions

An active access_class at a station is termed a server, The following notation is used:
X7 = duration of 2 token transmission (seconds/token transmission).
s =the Synchronous access_class.
ua = the Urgent Asynchronous access_class.
na =the Normal Asynchronous access_class.
ta =the Time Available access_class.
Ay = the mean message arrival rate at _each server of an access _class,
where ac is s, ua, na or ta.
§ =the set of all Synchronous access_class servers.
UA =the set of all Urgent_Asynchronous access_class servers.
NA = the set of all Normal_Asynchronous access_class servers.
TA w thé set of all Time_Available access_class servers.
R =set of all distinct servers on the logical ring
= (S, UA, NA, TA).
A, =the mean message arrival rate at server xeR (messages/second).
HPTHT =the High_Priority Token_Hold Time.
TRT, =the Target'_Rotation_Time at server xe(UA, NA, TA).
TRT ;= the Target_Roration_Tinw at each server of an access_class,
where asy is ua, na, or ta.
TCT, ;= the time from the end of the (i—1)" service period
until the beginning of the * service period (seconds)
= token circulation time as seen by server x on the i* token cycle,
i.e., the time interval for which the token is away from x.
IC,,; =time from the end of the (i -~1)* service period until
the end of the i™ service period (seconds).

= token cycle time as seen by server x on the i token cycle.
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Axi

the number of message arrivals at x dering the interval from the end of
the (i—1)" service period until the end of the i service period.
@, = the number of messages enqueued at server X
after the (i—1)" service period.
f{n} =time required to transmit » messages (octet_times).
¢ =residual time in the token_hold_timer (octet_times).
eff (t) = the effective amount of time which a server can transmit messages.
= max(0,t + f (1)~ one octet_time) octet_times.
TS, ; = duration of the i* service period.

TS,. =average service time available to every server of an access_class,

where ac is s, va, na or ta.



1.1.2. Assumptions

In the following section, an analytic expression for the token cycle time of an 802.4 network is

derived, The derivation is based on the following assumptions about the characteristics of the network:

1) The protocol management overhead is assumed to be negligible

2) Stations are permanent members of the logical ring.

3} Each station has traffic at all four access_classes.

4) Message arrival at each station follows a Poisson process.

5) Messages from all the servers are of constant length /,; bits and take X;, seconds for transmission.

6) Token is of length 112 bits for a 10 Mbps bus and takes X, secomis for transmission.

7) All Synchronous access_class servers have the same HPTHT setting.

8) Each station has HPTHT set to the maximum allowed value (52.43 msec for a 10 Mbps bus). Hence
messages from the Synchronous access_class normally are transmitted on the same token cycle as they
arrive.

9) All servers of the same priority have identical traffic.

10} All servers of the same priority have the same TRT settings.

11) The TRTSs are set in the order TRT,, = TRT,, > TRT,,.

12} Each active access_class has N servers.



1.1.3. Service time

- The amount of time available to any server on any token cycle is limited. A station starts transmit-
ting messages when there is residual time in the token_hold timer. If x is a synchronous server then the

average service time of x can be expressed as
TS, = min(eff (HPTHT), f (Q, +4, ). (1)

where Q; is the average queue length at x, and Ex is the average number of arrivals at x during an aver-
age token cycle. If x is an asynchronous server then the average service time of server x can be

expressed as

min(eff (IRT, - TCT, ), f (3, +A, )  for TCT, <IRT,

_ 2
0 for TCT, 2TRT, @

TS, =
where Wx, xeTA is the average token circulation time at every server at the Time Available class, Q,
is the average queue length at x, and A, is the average number of arrivals at x. Refer to [Gorur 86} for a
derivation of token cycle time and token circulation time. Assuming an average arrival rate of messages
A, at server X, the number of messages that have arrived while

a} the token is circulating around the ring and

b) x is being served on the i token cycle is
Ax.i k= Avx ‘TCTx,i -+ ?\'J: .TSx,i = lz ‘TCz,i' . (3)

Hence the average number of messages that have arrived at any server x, x € (§, UA, NA, TA), during an

average token cycle can be expressed as

A, =), TC. 4

The time taken to transmit the average number of messages that have arrived at a server x can be
expressed as Xy A, TC, from equation (4). As long as the time to transmit all the messages that have
arrived is less than or equal to HPTHT (if x is a synchronous server), or less than or equal to

(TRT,, — TCT) if x is an asynchronous server, the average service time at server x can be expressed as



TS, = F (O, +A,). (5)

This is true for 7C <HPTHT and TC<TRT,,,. Tn the region TC < HPTHT it can be assumed that all the
messages from the Synchronous access_clas§ get transmitted during the same token cycle. Also in the
region TC < TRT,, it can be assumed that all the messages from that access_class and from
access_classes of higher priority that have arrived during a particular token cycle get transmitted during
the same token cycle. Hence §x can be considered to be negligible. Eliminating Q_Z from equation (5)

and substituting the value of A, from equation (4), the average service time can be expressed as

TS, =TS, =X, A, TC. | (6)

Traffic from each accessﬁ_cléss gets served in the order of priority, starting from the Synchronous
access_class, and if time is available, lower access_classes also get service. The average setvice time at
each of the lower three access classes can increase with an increase in offered load from that
access_class until the average token cycle time equals the TRT of that access_class. Thus the throughput
which results in a token cycle time of TRT for an access_class corresponds to the throughput until which

maximum possible service can be obtained at that access_class.

1.1.4. Determining TRTs

If the designer determines that the Time_Available access_class should receive maximum possible

service until network throughput reaches ¢, 0s0<i, then

_ N 'Aa'lM

=
c TC, ™

where A, is the mean number of messages transmitted per station per token cycle at a throughput of ¢,

and TC , is the average token cycle time at a throughput of ct. Solving for A,

a-C -TC,

Ay = "W (8

From the discussion in section 1.2.3, it follows that maximum possible service at an access_class can be
obtained in the region where 7C < TRT,, . Hence the average number of messages that atrive during the

time interval Tméwa (region where ﬁa < TRT,,) should equal the mean number of messages transmitted in



this time interval, i.e., A, Hence
Ag= O+ Mg + Ay + Ay ) TC 9
Substituting for Ay, in equation (8) we obtain the sum of As to be

As +lm+lm+7t,am—§—§—.

» (10)

Many combinations of individual message arrival rates will yield the unique sum satisfying the above

eqﬁal:ion. Since the token cycle time can be expressed as

TC =N Xy +N Xy ‘Mg . (11)
substituting for A, from equation (9) yields

TCoy=N Xp +N Xpr O + Mg + A + Ag) TC (12)

Since the Time_Available access class should receive maximum possible service until throughput
reaches ¢, it follows from the discussion of service time in the previous section that the token cycle time
at this throughput decides the TRT of the Time Available access class. Hence solving for
off (TIRT,.)=TCq,

N'XT
1-N Xy (g + Mg + Ay +A0)

eff (IRT,,) = (13}

which is the effective value of the Time_Awvailable Target Rotation Time,

As the offered load increases, increasing the network throughput beyond ¢, the token cycle time
increases beyond the TRT of the Time Available access class. Hence service to the Time_Available
access_class class gets reduced and eventually drops to zero when TCT,, equals TRT,, as given by equa-
tion (2). Hence the traffic from the Time Available access_class does not contribute to the network
throughput abymore. Hence the load carried by the network is contributed by the upper three classes

alone.



If the designer determines that the service at the Normal Asynchronous access_class should reach

a maximum when the network throughput reaches B, 0 < o < B < 1, then

§3 C '??-B

(14)

where Ag is the mean total number of messages transmitted per station per token cycle at a throughput of

B. Solving for Ag,

_BCIC

Aﬁ" N '!M (15)

The mean number of message arrivals during the time interval 2?3 should equal the mean number of
messages transmitted during that time interval, i.e., Ap. Hence
Ap={(Ag + Ay + Ry} TCp. (16)

Substituting for Ag in equation (15) we obtain the sum of message arrival rates of the upper three

access_classes to be

xs+xm+xmzLNj;. (17)

Of course, many combinations of individual message arrival rates will yield the unique sum in eguation

{17}. The token cycle titne in this region can be expressed as

TCy=N Xp +N Xy Ag. (18)
Substitating for Ag from equation (16) yields

TCp=N Xy +N Xpy ( Ay + Mg + M) TCp (19)

Since service at the Normal Asynchronous access_class should be maximum at a throughput of B, it fol-
lows from the discussion of service time in section 1.2.3 that the token cycle time at this carried load

decides the TRT of the Normal Asynchronous access_class. Solving for ¢ff (TRT,,,)= ITEB s



N ‘XT

off IRT,0) =1 Xar s + Mg + M)

(20)

which is the effective value of the Normal_Asynchronous Target Rotation_Time.

~ As the offered load increases, increasing the network throughput beyond P, the token cycle time
increases beyond the TRT of the Normal Asynchronous access class. Hence service to the
Normal_Asynchronous class gets reduced and eventually drops to zero when TCT,, equals TRT,, as
given by equation (2). At this point traffic from the Normal Asynchronous access_class does not contri-
bute to the network throughput anymore, so the load carried by the network is contributed only by the

upper two classes.

If a designer determines that the service to the Urgent_Asynchronous access_class should be max-

imized when the network thronghput is ywhere 0 S o0 < <y< 1, then

N Ayly

=1 21
=T, @1

Using logic similar to the previous discussion, the number of messages transmitted during the time inter-

val fa, is
y-C ‘TC,
=15 ’)
N 22)
and
Ay=Q +Ry) TC, (23}
Then
C

he e = T 24)
and
TC,=N Xy + N Xy ‘A, (25)

and
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TC,=N Xy + N Xy (hg + ho) TC. (26)
Now solving for eff (TRT,,) = f‘mﬁ'} R

TRT, ) = VX 27
IR = T 5 o ) @7

which is the effective value of the Urgent_Asynchronous Target Rotation_Time.

Ag the offered load increases, increasing the network throughput beyond v, the token cycle time
increases beyond the TRT of the Urgent Asynchronous access class. Hence service to the
Urgent_Asynchronous class gets reduced and finally drops to zero when TCT,, equals TRT,, as given by

equation (2).
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1.2.. Results

In order to verify the analytic predictions, a 32 station network with each station offering service at
all four access classes, with identical traffic at all servers of an access_class, was simulated using the
simulation package reported in [Summers 85] with parameters:

Bus capacity = 10 Mbps,

Size of data frames = 272 bits including framing,

Token = 112 bits,

X = 16.2 microseconds (including 50 bit times of propagation delay),
N =32,

X3 = 0000272 seconds = 27,2 microseconds,

X7 = .0000162 seconds = 16.2 microseconds.

The individual message arrival rates were assutned such that they satisfied the conditions derived in
the previous section. From the effective values of TRTs calculated using the equations derived in the
previous section, the actual values of TRTs are given by (eff (TRT ) — f (1) + 1 octet_time ), where {(1)
is equal to 34 octet_times, eff (TRT,,) is 790 octet_times, eff (TRT,,) is 852 octet_times, eff (IRT,,,) is

1157 octet_times, and TRT,, is 0.6056 msecs, TRT,, is 0.655 msecs, and TRT,,, is 0.8992 msecs.

The TRTs were set to the actual values shown above. A series of network configurations were
simulated to show the variation of different parameters with throughput. The individual message arrival
rates at each access_class have been varied from one simulation to another to increase the total offered

lfoad.

It can be observed from Figure 1 that average service time at the Time_ Available access_class
increases until a throughput of about 0.18. As the throughput increases further, the average service time
starts falling and eventually drops to zero. From Figure 2 it can be observed that the average delivery
times are reasonably low until the network throughput exceeds 0.18. This shows that most messages are
getting transmitted on the same token cycle as they arrive. Beyond a throughput of 0.18 the token cycle
time has exceeded TRT,,. This can be observed from Figure 7. The Time_ Available class is getting

reduced service and messages are suffering higher queueing delays, so the delivery times are increasing
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exponentially in this region. This can be observed from Figure 2.

The TRT,, value was calculated so as io achieve maximun possible service until a throughput of

0.18. The results of the simulation agree with the expected values very closely.

It can be observed from Figure 3 that the average service time at the Normal Asynchronous
access_class increases until a throughput of about 0.24, As the throughput increases further, the average
service time starts decreasing and drops to zero. From Figure 4 it can be observed that the average
delivery times are reasonably low until the network throughput is 0.24. This indicates that most messages
are getting transmitted on the same token cycle as they arrive. Beyond a throughput of 0.24 the token
cycle time has exceeded TRT,, . This can be seen from Figure 7. The Normal Asynchronous class is get-
ting reduced service leading to higher queuneing delays, and the delivery times rise exponentially in this

region. This can be observed from Figure 4.

The TRT,, value was calcunlated so as to achieve maximum possible service until a throughput of
0.24. From the above discussion it follows that the results of the simulation agree with the expected

values very closely.

It can be observed from Figure 5 that the average service time at the Urgent Asynchronous
access_class increases until a throughput of about 0.44. As the throughput increases further, the average
service time starts decreasing. From Figure 6 it can be observed that the average delivery times are rea-
sonably low until the network throughput is 0.42, This indicates that most messages are getting transmit-
ted on the same token cycle as they arrive. Beyond a throughput of 042 the token cycle time has
exceeded TRT,, and hence the Urgent Asynchronous class is getting reduced service. This can be
observed from Figure 7. Messages are suffering higher queneing delays and delivery times rise exponen-

tially in this region, as seen in Figure 6,

The calculations showed that maximum possible service can be obtained at the
Urgent_Asynchronous access_class until a throughput of 0.44. The same is illustrated by the simulation

resuits.
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1.3. Conclnding Remarks

A static token passing bus has been studied and it has been shown that TRT settings play a crucial
role in deciding the service time at the lower three access_classes. Optimum service can be obtained at an
access_class umtil network throughput rises fo the point that token cycle time equals the
Target_Rotation_Time of that access_class. The analytic model developed in this study can be used to

determine TRTSs for any desired throughput range for a network configuration.

In this study all participating stations wete assumed to be active and with identical message interar-
rival rates at all stations at an access_class. However the designer of a local area network has to take into
consideration the communication traffic at each station at each access_class as it may be specific to each
station and each access_class. Also the traffic from each station can be very bursty in nature. Neverthe-
less this study helped us gain a better understanding of the impact of certain parameters critical to the

implementation of the priority feature.
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