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1 Intr oduction

The focus of Visual Computinghas changedquite dramaticallyover the pastfew
decadesPreviously our concernwaswith very low level algorithmsbut we have pro-
gressedeyond muchof this to tacklenew issues.Many of the problemspresentedn
Visual Computinghave dealtwith the generalproblemof not beingableto displaya
datasefastenough,or evenat all. Thefirst solutionsto this have beenlabeledwith
the now ubiquitousterm“big iron.” Supercomputerprovidedthe only solutionfor a
long time but they wereexpensve. We have now reachedhe pointwherecommodity
graphicshardwareimprovementrival whatmary supercomputerseredesignedo do.
As aresult,thetrendis moving toward commoditybasedclustersasa solutionto big
dataconstraints providing a cost-efective alternatve thatis challengingthe market
for supercomputersAnotherresultof the growing size of datasetss thatwe needto
developnew displaysto view them;the resolutionof a typical desktopdisplayis not
adequatdor viewing the extremedetailwe cannow incorporateénto models.Because
of this, display walls usingtiled projectorsand specializedhigh-resolutiondisplays
have emeged. Of course aswe continueto find solutionsto problemdik e these new
onesarisethatmustbe addressed.

One of the mainissueswe seein Visual Computingtoday s the tight coupling
of the graphicshardware andits display It is very difficult to view the resultsof a
graphicallyintenseapplicationfrom a differentlocation. Many applicationsrequire
therenderingpower of a clusteror supercomputebut oneisn’t alwaysavailable. To
view an application,a specializedvisualizationcentermay be needed.The problem
is that the display mustbe locatedin closevicinity to the clusteror supercomputer
controllingit. Sincemostpeoplewon’t have eitherof thesein their office their work
needgo bedoneelsavhere.This canpresent considerabléncornveniencegspecially
if the systemisn’t locatedin the samebuilding. Imaginea scenariovhereyou only
wantto view a minutepartof a datasetmaybefor referencevhenwriting a paperbut
youdon't needto usea displaywall. It would be very beneficialto beableto do soat



your desk. Thiswould save thetime requiredto go to thevisualizationcenter bootup
thecluster turnonall the projectorsmale surethey’re calibrated starttheapplication,
make your obsenations,andthenshuteverythingdown.

We ervision a future wheregraphicshardware hasbeendecoupledrom ary dis-
play. As aresult,visualcomputingcantake ontherole of a service.A clusterlocated
in the basemenbf anotherbuilding, not necessarilyevenin the samecity or country
could be accessedia a web pageor someotherinterface. A job canbe loaded,a
specifichnumberof nodesallocatedto the application,andthe resultssentbackto the
desktopof the personwriting the researctpaper This type of usecertainlywouldn't
belimited to desktopstheinformationcould be displayedon ary device with enough
bandwidthto receve the data. We referto this asremoterendering.The endresultis
thatary device with a network connectioranda displaycouldbe usedto view output
thedeviceis notcapableof producing.

With this new form of visual computingcomemary new challengesWe needto
addressssuesconcerninghe interfaceto the systemresourcesharingandallocation,
distributed event managementgatacompressiorand an adaptablegraphicssystem.
Furthermore currentgraphicshardware is not well adaptedo retrieving a rendered
imagefrom thehardware. Theseareonly afew of themary possiblgroblemsn doing
this correctly Our goalof this paperis to establisha framework for the future, taking
into accounthe accomplishmentthathave beenmadeto date,improving on theones
thathaven't beensuccessfubndincorporatingthe onesthat have. We alsodescribe
severalusagescenarioshatexemplify specificusesfor a systemof this nature.

2 PastTechnology

Therehave beensereral researchprojectsover the pastfew yearsthat addressnary
of theissueswe areconcernedvith. We will mentionWireGL andandits successor
Chromiumsincewe will be usingthe latter asthe startingpoint for our researct14,
15, 13]. Therehave alsobeennumerougprojectsthatfocuson parallelrenderingother
thanWireGL andChromium. We choosenot to includethembecausehe underlying
renderingnfrastructuras notthedirectfocusof thiswork. For furtherinformation,see
[11,23,9,22,8,33,34,2,20,1,24, 25, 7]. In thissectionwe intendto noteafew of the
projectshataremostapplicableto ourresearchThesancludework donewith display
walls [41, 21, 5, 4], aswell assomeuniqueprojectssuchasthe Office of the Future
[28, 3] , ProjectOxygen[10], andthe Interactve WorkspaceProject[27, 17, 26).

2.1 WireGL and Chromium

WireGL wasdevelopedby Humphregys, etal., asa systemfor sort-firstparallelrender
ing on clustersof workstationg14]. It focusedmainly on adaptingexisting OpenGL
applicationsfor tiled displays. One of the main priorities was imageresolution,not
processingpeed.Becausef this, applicationgunningon WireGL couldrun asfast
locally asthey could on a clusterof workstations. SinceWireGL was originally de-
signedwith displayswalls in mind, it did not make an effort to take advantageof all

of the availableresourcesn a cluster Anotherproblemwas the lack of flexibility



in termsof sorting classification. The fact thatit was designedor sort-firstparallel
renderingmeantthatit could be difficult to load balancean application. Becauseof

this, WireGL relied on the spatiallocality of graphicsprimitivesto be ableto perform
well. Chromium,WireGL's successomprovided moreflexibility by enablingsort-last
renderingaswell asa configurableénfrastructureandthepossibilityto extendOpenGL
progammatically

Chromiumis designedor parallelapplicationsandmanipulatingstreamsf graph-
ics commandon a cluster[15]. Like WireGL, Chromiumoperatedy replacingthe
systems OpenGLdriverin orderto interceptgraphicccommandsssuedby anapplica-
tion. Chainsof StreamProcessingJnits, or SPUs,areusedto definethe operationof
anodein acluster The SPUscanbearrangedn analmostarbitraryfashionallowing
for a morereconfigurableconfigurationthan WireGL could offer. The specifictask
thateachnodeis responsibldor is definedby its own chainof SPUs.Thereforethere
doesnt needo beadifferencebetweerapplicationworker, andsenernodes Eachuse
thesameunderlyinglibraries,but pasdifferenttypesof informationto eachother For
example,an applicationnodemay passgeometricprimitivesto worker nodeswhich
alsoactassenersrenderingthe primitivesto their framehuffersandreadingbackthe
resultsto sendit onto anothersener. A DirectedAcyclic Graphis definedin a config-
urationfile thatdefineswherenodesreceve datafrom andwherethey sendit. In this
way, differentparallelrenderingconfigurationsanbe defined.

Chromiums SPUscanalsobe extendedfor additionalfunctionality. In doingso,
it is possibleto write new extensiongo OpenGLandmodify the operationof existing
commands.Any SPUis, in fact, a re-implementatiorof a subsetof OpenGLcom-
mands. For example,to sendgraphicscommandsver a network, the Pack SPUre-
implementsall commandghat needto be sent,andinsteadpackstheminto a buffer
that can be sentasa whole. New commanddor parallelgraphics,as describedby
IgehyandHanrahar{16], arealsoimplementedy creatingnev OpenGLcommands
andinterceptingthem at the driver level. Since SPUscan be chainedtogethey it is
alsopossibleto readbackanimagethat hasbeenrenderedmodify it in someway,
andsendthe resultover the network. Thiswill prove usefulfor implementingcertain
compressiotechniquesasdescribedaterin section3.3.

We intendto useChromiumfor our continuedresearchasit providesus with the
flexibility andpowerthatwe will needto be ableto implementour proposedsystem.
However, thereareseveralthingsthat Chromiumdoesnot yet offer thatareimportant
to our system We seeChromiumbeingusefulasatool for investigationput recognize
thatit maynot beableto meetall of our requirementsOur goalis to developa system
with enoughgeneralitythatit canmeetall of our needs.

2.2 Display Technologies

Much of theresearctbeingdonewith displaysis motivatedby theincreasingdemand
for higherresolution. Display walls have typically beenthe only solutionbecausef
the slow increasein averagedisplay resolutionover the pastfew years. Specialized
high resolutiondesktopdisplaysare also emeging, suchasIBM’'s T210 and T221,
but arestill not built for the averageworkstation. Display walls arethe only way to
view high resolutiondatasets. Therehasbeena lot of work donewith displaywall



technologyandwe addressomeof therelevantpartshere.

2.2.1 Tiled Display Walls

Oneof thetypical waysto achiese higherresolutiondisplaysis by tiling multiple dis-
playstogether Desktopdisplayscurrentlyhave borderghatdon't allow for continuous
displayareasso projectorsareusuallyused.Imageprojectionscanbe placedasclose
to eachotherasneededandevensuchthatthey overlap.Oneof themostdifficult prob-
lemswith displaywalls is aligning the projectedimages.Early displaywall systems
werenot capableof automaticallycalibratingthe projectedmageq36, 12, 39]. With-
out automaticcalibration,projectedimagesneedto be manuallyalignedby adjusting
thumbscrevs for projectormounts,aswell asprojectorfocusandzoom. This canbe
a painstakingandtime consumingprocessandif someonavasto bumpthe setupthe
entiredisplayneedgo beredone.A few papershave beenpublishedthathave solved
the problemof automaticallycalibratingprojectedimagery[21, 41, 37]. The typical
methodis to projectfiducials,or structuredight, ontoa surfaceandrecovertheresult
with multiple camerasTheprojectedmagescanbeusedto defineamappingfrom the
projectorto thesurface.Alphamasksarethenusedto seamlesslyplendtheprojections
from multiple projectors.

Before systemslike Chromium[15] and Princeton$ parallel renderingsystems
[33, 34, 32, displaywalls were typically run by specializedyraphicssupercomput-
ers. Thesecould be expensve setupswith multiple supercomputenequiredto run all
of the projectors.We seethe future of displaywalls in a muchdifferentlight, where
they have beenremovedfrom therenderingpower (beit supercomputesr workstation
cluster)to be anindependengéntity. Our visionis thatsuchdisplaydeviceswill actas
thin-clients,only responsibldor receving imagesor graphicscommandsand send-
ing interactioneventsbackto the renderingsource. This will enabledisplaywalls to
be locatedarnywhereandin a way thatthey arent relianton a devotedclusteror su-
percomputeto run them. For moreinformationaboutgraphicshardwareanddisplay
devicesreferto section3.6.

2.2.2 The CAVE

Oneparticulartype of displaywall thathasrecevedattentionin the pastfew yearsis
theimmersie ervironment. One of the first publishedsystemsegardingimmersive
ervironmentsin computergraphicswasthe CAVE, the Audio Visual ExperienceAu-
tomaticVirtual Environment[5, 4]. The CAVE gainedinspirationfrom displayssuch
asearlyflight simulatorsandothervirtual reality deviceslik e head-mountedisplays.
It is avirtual reality interfacethatwasoriginally designedor scientificvisualization.
The CAVE attemptgo achieze somethingcalled“Suspensiorof Disbelief, wherethe
useris ableto ignoretheinterfaceandfocusontheimagesheingproducedThisis the
basicideathatall immersie ervironmentsattemptto achievze. The goalis to make the
userbelieve thatwhatthey areseeings atruerepresentationf reality.

A CAVE is essentiallyaroomenclosedy rearprojectedscreenghatfill theusers
periphery A useris tracked within the room andthe imageson the screensare dis-
playedwith respecto the users position,demonstratinghe idea of a view-centered



perspectie. To obtaincorrectsteregprojection,the users orientationaswell asposi-
tion mustbetrackedinsidethe CAVE. This is doneusinga head-mountedystenthat
allowsfor calculationof wheretheviewer’s eyesarelocated.Imagesarethenprojected
in eitheractive or passie stereo,andareviewed usingspecialeye-wear In the case
of active stereo,animageis projectedfor the right eye while the left eye is covered
by shutteredyoggles andthenanimageis projectedfor theleft eye while theright is

covered.Imagesneedto be generatedt twice the framerateasusualbecausg¢hey are
dividedbetweerthe eyes. This canbe alleviatedby displaysthatautomaticallydivide

animageinto two images,onefor eacheye. Whenprojectingin passie stereo two

projectorsare usedto project offsetimages,which are eachpolarizedin a different
direction. Theuserwill needto wearpolarizedglasseghatcapturethe correctimage
for thecorrecteye.

Sincetheideaof the CAVE waspresentedpumerousariationsof immersive envi-
ronmentshave beenattempted Most of thesebuild on the shortcoming®f the CAVE
in the hopeof creatinga more corvincing experience.To achieve this, new projects
focuson eliminatingthe equipmentequiredfor trackingpositionwithin. Others,such
asthe next two projects,aretrying to move immersie ervironmentsinto morecon-
venientsettings.One of the problemswith implementationsuchasthe CAVE is that
they requirespecializedsisualizationcentergust asdisplaywalls do. The hopeis that
thesecanbeeliminatedto make the experiencemorelife-lik e.

2.2.3 The Office of “Real SoonNow” and Office of the Future

With theOffice of “Real SoonNow” BishopandWelchhavetakenadifferentapproach
to computingin the office ervironment. They have goneaway from usingtraditional
CRTs or LCDs and have begun using projectorsastheir primary displays. They re-
portedtheresultthatthey have createda betterworking andcollaboratve environment.
An addedbenefitis thatof betterergonomicssincefocusingonthewall attwo to three
meterss mucheasieithanfocusingon amonitorata half meter Furthermoreproject-
ing ontoawall facilitatesabetterworking environmentin thatthereis noneedo crowd
arounda monitorin a confinedspace.Both researcherbave foundthateliminatinga
largemonitorfrom their desksreesup enoughdeskspacehathaving alargedeskhas
becomeunnecessaryr heresultis muchlike having a conferenceéoomasanoffice.

BishopandWelch alsomentionseveral of the problemsthatarisefrom their new
office configuration.They saythatprojectorgproducealot of heatandthefansneeded
to coolthemaremorethanloud enoughto be noticeable Anotherissueis thatthe pro-
jectorsthey usearenotbrightenoughto provide high contrastwith theroomlights on;
thelightsin theroommustremainoff sothatthe projectedmageis visible. Thebulbs
usedfor the projectorsalsohave a shortlife spanandmustbe replacedoccasionally
Becauseof this and existing commoditiesof scale,projectorsarent nearly as cost-
effective asCRTs, but BishopandWelch speculatahat priceswill dropasprojectors
find morewidespreadise.

The Office of the Futureextendstheseideasto remotecollaboration. Raskay et
al., areworking towardanervironmentwherea cornerof anoffice canbetransformed
into a spatiallyimmersve virtual ervironment,building on theideaspresentedby the
CAVE andothertiled displaysystemg5, 4]. By replacingthelighting in aroomwith



projectorsthey intendto makeit possibldo useary surfacefor display Anotheraspect
of the projectincludesusingstructuredight techniquedor image-basedodelingof
theoffice.

Thepurposeof doingimage-basethodelingof anofficeis sothattheoffice canbe
reconstructe@ndrenderecht aremotesite, creatinga virtual office spacewhich links
several remoteofficestogether This way, a realisticreconstructiorof anotheroffice,
or multiple offices,canbe projectedonto the cornerof your own office in a spatially
immersve manner The effectis thatof looking into a collaborators office just asif it
waspartof your own. Raskayetal., areall trying to avoid usingvirtual ervironments
suchashead-mountedisplayswhich candisassociata persorfrom his surroundings,
making his own office useless. They want to keepthe convenientattributesof the
office, suchasnot having to go “down the hall” to usesuchsystemsas the CAVE,
while addingto the effectivenessof the office. In fact, they wantto avoid anything
virtual otherthanthe environmentitself, makingsurenot to usesuchthingsasvirtual
objectsor 2D avatars. Collaboration,asthey seeit, shouldbe asnaturalaspersonal
communication.

Theresearcherat UNC faceseverallimitations for beingableto do muchof this
work. First andforemostis the problemof computationpower. In orderto run sev-
eral displaysin an office settinga supercomputermnf seseral cooperatingcomputers,
mustbe used. This follows closelywith the problemswe seewith thetight coupling
of graphicshardwareandthedisplay If the Office of the Futurehadremoterendering
capabilities,they could control the systemat a centrallocation, avoiding the clutter,
noise,and heatproblemsassociatedavith having several computersunningin a sin-
gle room. Projectoravould exist asautonomouslisplaysbeingfed imageryfrom the
centralsource.

The Office of the Futurealsofacesproblemsassociatedvith lateng of wide area
networks. They have a situationwherethey areattemptingto sendmultiple full scene
description®f theoffice environmentatrealtime frameratesTheirrenderings atwo-
passmethod,renderingthe scenefirst, andthenprojectingit ontothe surfacesbeing
usedfor display As aresult,they mustfind waysto simplify thedisplaysurfacesand
otherdatabeingtransmitted.If the modelis dynamicallychanging,asmostlikely it
would beif someonds maoving aroundthe office, new modelsneedto be createdand
renderedevery frame. Otherproblemsincludeload balancing,whereone projector
may be renderinga muchmorecomple partof the scenethanarny other Combining
thisall with thetimeit wouldtake for image-baseteconstructiomf thelocal officeand
renderingof remoteoffice spacesthey facea hurdlethatwill bedifficult to overcome.

2.3 Ubiquitous Computing in Computer Graphics

In 1991 Mark Weiserpublishedan articlein ScientificAmericanthatwould predicta
goodportion of the future of ubiquitouscomputing[40]. The article describedhree
devicesthatwould exhibit the essencef this new form of computing;‘tabs”, “pads”,
and“boards”. Thesedeviceswerepost-itsized,papersized,andchalkboard-sizedge-
spectvely, and eachwould carry out functionssimilar to their counterparts.Weiser
describesibiquitouscomputingasthe pointatwhich computingrecedesnto the back-
groundsof ourlives,becominganaspecbf everydaylife thatis nolongerthoughtof as



novel. Devicessuchastheoneshe describedvould replacethe onesthey aremodeled
after;a post-itnoteis nolongera post-itnotebut anactive displaycapableof sending
andreceving information. Similarly, chalkboarddake on therole of alarge,interac-
tive displaysurface. Sincetheseideaswerefirst presentedybiquitouscomputinghas
expandedsignificantly but still follows closelythe predictionamadeby Weiser

Today ubiquitouscomputingtakes on several differentforms. Onesuchform is
that of wearablecomputing,wherecomputingdevicesbecomea part of our person.
The first suchdevice, actuallybuilt in 1961, wasdesignedo predictthe outcomeof
aroulettegame[38]. Many smalldeviceshave beencreatedandtheorizedsincethen.
They havetakenonmary forms,from active badgedo eyewear andcontinueto evolve
into moreeverydayobjects.Many arenow designedo interactwith the userbasecdn
situationcontext. We arent directly concernedvith the topic of wearablecomputing,
but recognizethat wearablecomputerscould also act as display seners for remote
rendering.The main contribution of wearablecomputingto our researchs the notion
of easilyaccessibleomputationapower from nearlyarywhere.

Anotherform of ubiquitouscomputingis penasive computing. The motivating
ideais a little differentfrom that of wearablecomputing. The main goal is to have
computationapoweraccessiblatanytime andfrom anywhere.Thisis morerepresen-
tative of thetypeof ubiquitouscomputingapplicableto our system.Remoterendering
hasthe goal of providing graphicalcomputationapower to ary device with a net-
work connection. For this reasonwe arelooking toward a systemthat will be able
to provide a differenttype of ubiquity. Few deviceswill be capableof handlingbig
dataconstraintsn computergraphicsin the nearfuture. It would be very usefulto be
ableto accesshe graphicalcomputationapower of a clusterof workstationdrom ary
display

2.3.1 The Interactive WorkspaceProject

The Interactve WorkspaceProjectat Stanfordis oneof thefew projectsin the areaof
ComputerGraphicsthatdealswith UbiquitousComputing[27, 26, 12, 17, 18]. There
are several different componentgelatedto the overall system,including the Event
Heap,the DataHeap,andICrafter Togethetthey make up iROS,the underlyingoper
atingsystenfor theiROOM, theInteractive Workspacet Stanford. Thesecomponents
work togethetto createanenvironmentwheremultiple devicescancommunicatavith
eachother, usingandcontrollingdifferentdisplaysandexchangingdata. The erviron-
mentis muchlik e a typical conferenceoom, but outfittedwith smartdisplaysandan
interactve mural. Theinteractve muralis asmallerdisplaywall thata usercaninteract
with usinga specializedstylus. A conferencdablein the middle of theroomalsohas
adisplaybuilt into its surfacethatcanalsobe usedfor certainvisualizationneeds.The
Interactive Workspacas a form of ubiquitouscomputingin thatarny usermayenterthe
roomandbe ableto controlthe displaysin theroomfrom his or herlaptop. The user
canalsodisplaythe contentof their desktopon arny of thedisplaysin theroom. Thus,
thelnteractve Workspacemustbe ableto compensatér devicesthatareenteringand
leaving atany moment.The componentsf theiROS arewhatmake this possible.
The Event Heapis designedo coordinatecommunicatiorbetweendifferentde-
vices and applications[17]. Examplesof this include controlling a display from a



laptopor writing on aninteractive screenwith a specializedoen. The EventHeapis
basedon tuple spacesa specificeventis associatedavith a sourceandtargetaswell
ashaving otherfields attributedto the event. Eventscanbe createdhrougha java ap-
pleton aweb-pageor by individual applications A centrallocationstoresall of these
eventssothatthey canbe queriedto find outif aneventhasbeencreatedor a partic-
ular device. Eventscanbe destroyed whenthey arequeried,or canremainfor other
devicesto usethemasintended If eventsremaintoo long,they will simply expire and
beremoved.As such,the EventHeapis the basisfor communicatiorin iROS.

TheiROSalsorequiressomewayto movedatafrom onedeviceto another Through
the Event Heap, a producercanindicatethat they wantto storedataand associated
metadataSimilarly, consumersanqueryfor informationbasen the metadatavhile
alsodescribingheformatsthey canreceve. Usingthe DataHeap,datais dynamically
convertedto theformatthe consumewvants,with thebenefitthattheproducemeednot
be concernedbouthow it uploadgheinformation[26]. Severaldatacorversiontools
are definedthat help convert informationfrom one sourceto another It is possible
to chainthesetools togetherto find a corversionfrom onetype to anotherthat does
not exist by itself. This way; it would be possibleto storeinformationfrom a spread-
sheeton the dataheapwhich could be recevedfor useon a word processarWithout
suchfunctionality, it would bedifficult to integratedifferentapplicationgor usein the
Interactive Workspace.

ICrafter presentsa way to createuserinterfacesfor any controllablehardware or
softwarein thelnteractve Workspacg27]. Servicescanpublish“beacon”eventsthat
describetheir service. ICrafter canthenquerythe EventHeapto determineavailable
services. The useris ableto askthe iROS InterfaceManagerfor a userinterfaceto
controlthe service.Like all of the component®f the Interactve Workspace|Crafter
functionssothatservicesdo not needto know whattype of device will be controlling
them. Thus,whena new device entersthe roomthatmay provide a servicefor other
usersin the room, all it needsto do is senda “beacon”eventto the Event Heapde-
scribingthe serviceit provides. ICrafteris thenresponsibldor determiningthe user
interfacefor thatservice;onecanbedefinedby theserviceor ICraftercangenerata
genericinterface.

While the Interactve Workspaceasa whole presentsa goodexampleof how im-
portantdesigndecisionscanaffect the overall function of ageneralizegsystemit still
hasproblemsof its own. The Interactve Workspacevasnt designedasa solutionfor
completeubiquitouscomputing,but doesovercomesomeof the issuesrelatedto this
problemof the tight couplingof graphicshardwareandits relateddisplay With this
system,ary useris ableto displayinformationanywherethey choose.However, the
Interactive Workspacealoesnotfully usethepowerthatgraphicshardwarehasto offer.
A solutionfor graphicallyintensie applicationsmustbe of a differentnature. The
problemof big dataconstraintss notfully addressedly the Interactve Workspace A
userdoesnot have the optionof viewing extremelycomputationallyintensive applica-
tions on a laptopor otherdevice. The Interactve Workspacewould be oneresearch
projectthatcould benefitfrom remoterenderingaswell.



2.3.2 Project Oxygen

The motivation behindProjectOxygenis to target computationtoward peoplerather
thanmachineqd10]. The attemptis to move away from expensve, high-pover com-
putersandtoward computerghat sene peoples lives. ProjectOxygenis a form of
penasve computingin thatallows computatiornto be freely available everywhere. It
is alsomoreof avision thana system.Currently mary of the necessargomponents
exist but arenot unifiedasa whole. The projectis alsoanexperimentin morenatural
interactionwith computerghroughvoice communicatiorandgestures As such,this
projectis muchmoreinclusive thanothersin theareaubiquitouscomputing.

Therearemary differentaspectof ProjectOxygenthat needto work seamlessly
to createan ervironmentcapableof whatthey aretrying to achieze. Theseinclude
device, network, software,perceptualandusertechnologiesNew devicesneedto be
createdo facilitatethis sortof ubiquity. They will provide the sourceof computation
and communicatiorfor usersand needto be available everywhere. The centralidea
of ProjectOxygenis thatthesedevicesshouldnot be cumbersomeéo use. They can
alsotake on differentroles, as embeddedhandheld,or othertypesof devices. All
devicesneedto beableto communicatehroughsomesortof network. If, for example,
you wereto walk up to an AuotmatedTeller Machineandit automaticallyknew your
name,the device would needaccesgo a databasef all peoplein the system.Many
problemamayariseif hundredor thousandef thesesmalldevicesaretrying to access
informationover a network at the sametime. Therewill alsobe issueswith security
thatneedo bedealtwith in thisernvironment.ProjectOxygencurrentlyhastechnology
to alleviate someof theseproblems suchasthe Self-Certifyingand Cooperatie File
Systemdor securedataaccess.

Thoseinvolved with ProjectOxygenhave alsostartedwork a GPSsystemfor in-
dooruse.Many of the devicesthey seeasbeingusablen aubiquitouscomputingenvi-
ronmentwould needto betrackedsothey canbe awareof their contet. Cricket, their
locationsystem,usesultrasoundand RF signalsto communicatewith devices. Cur-
rently, thetransmittersaretoo largeto be usedeasilywith handhelddevices,but asthe
technologyimproves,this will becomemuchlessof a problem. Softwarealsoneeds
to be developedto allow thesedevicesto communicatevith one another MetaGlue
providesthe communicatiorinfrastructurebetweenthesedevicesandthe controlling
systemslt allows usergo interactwith softwareanddatafrom anywhereby detecting
new devicesandallowing devicesto pick up previously establisheadonnections.

Many of the componentof ProjectOxygenhave beencompletedor are being
workedon, but thevisionis far from complete.Thereis currentlyanIntelligentRoom
implementatiorthatis muchlike the Interactive Workspacedescribedaborve. Unlike
the Interactive Workspacehowever, ProjectOxygenis gearedoward an ervironment
thatis entirely ubiquitous.ProjectOxygenalsohasa few elementghataremoresim-
ilar to the systemthat we ervision thanthe Interactve Workspace. Specifically we
aremoreinterestedn theability to have graphicalcomputationapower availableary-
where.ProjectOxygenisn’t targetedsolelytowardissuegposedy computeigraphics,
soit doesnottake into accountproblemsposedby big dataconstraintghatarecentral
to our system.



2.4 RemoteComputing

Two popularsystemghathave addressetheissueof remotecomputingarethe X Win-
dow Systemoriginally developedatMIT [35, 30, 29], andVirtual Network Computing
from Olivetti & OracleResearch aboratoriefORL) which hassincebeenacquired
by AT&T [31]. The motivatingideabehindbothis quite similar to ours;applications
aredesignedo bedisplayedocally butin mary instancest would becorvenientto be
ableto runtheapplicationfrom a differentlocation.

Someof thefirst forms of remotecomputingwereachiezedthrough“teleporting”
asdescribedy Richardsonegt al., usingthe X Window Systemasthe underlyingin-
frastructure[30, 29]. Whenfirst created,teleportingwas concernedvith problems
arisingfrom dealingwith differentsener displayconfigurationssuchasframehuffer
depthandframesize. We have sincemovedto a moreheterogeneousomputingenvi-
ronmentwheresuchissuesareof little concern.Currentsolutionsaremoretechnolog-
ically advancedandaredealingbetterwith problemsof bandwidthandclientstate. The
VNC vieweris agoodexampleof this. It functionsasanultra-thinclient,only respon-
siblefor receving graphicscommandsgisplayingthem,andsendingbackinteraction
events.

The motivationsbehindVNC arevery similar to the systemthatwe ervision. Of
particularinterestis the ideaof the thin-client, a client which is not responsibleor
maintainingits own state anddoesnotneedto beconcernedvith theunderlyingfunc-
tion of the system.As a result,if a VNC sessioris closed,it canbe startedup again
in the samestate from the samedocation,or from anothercomputer The VNC project
grew out of the Videotile experimentat ORL, a display device with an LCD screen,
apen,andan ATM connection.The Videotile wasoriginally designedor displaying
mavies. While it functionedasintendedit requireda large amountof bandwidth. In
the end, bandwidthissuespromptedthe currentstateof VNC. To reducebandwidth,
Richardsonet al., madethe obsenationthatmostof a typical desktopis takenup by
blocksof the samecolor, motivatingtheability to beableto definelargeportionsof the
screeratonetime. Thesimplestgraphicgrimitivein VNC is definedasarectangleof
pixelsata specificlocation. The VNC researcheralsonoteotherimportantaspect®f
thesystenthatallow themto reducetheamountof informationthatneedgo besentto
the client. Examplesof this areonly updatingpixels which have changecdcolor since
thelastupdate andproviding the ability to move entirerectangleof the frametuffer
to anew location. With theseimprovementso the Videotile, VNC hasmigratedto its
currentstate.

Certainaspect®f bothX andVNC maketheminherentlydifferentfrom thesystem
we ervision. Oneof thedifferencesvith VNC is thatit doesnt addresfiaving multiple
clientsconnectedo the samemachine X providesfor this, but doesnt encompasthe
ideaof parallelcomputing.Our systemneedgo be capableof bothallowing multiple
users,andenablingthemto run applicationsacrossmultiple machines.Also, X and
VNC arebothgearedowardrunningaremotedesktopbut don't performaswell when
running graphicallyintensie applications. Issuesof datacompressiorand enabling
efficientimagedatatransferare centralto the work we are proposing. We alsoneed
to be concernedvith overcomingbig dataconstraintgdhat would renderX andVNC
unusableAs awhole,X andVNC don't provide quitetheright toolsto enableremote

10



rendering.

3 SystemLayout

In generallittle work hasbeendonein theareaf remoterenderingandvisualization.
Software suchas VNC andthe X Window Systemenableremotevisualization,but
noneof theseare gearedtoward computationallyintensve computing,3D graphics,
andbig dataconstraints.Therearemary aspect®f remoterenderingthat needto be
addressefbr this to be possible.Technologicaimprovementsareneededn graphics
hardware,displaytechnologiesandnetworking. We alsoneedto expandresearchn
theareasof resourcesharingandallocation,datacompressiongynamicandadaptable
networking systemshumancomputerinteraction anddistributedeventmanagement.

3.1 Central Computation Power

We intendto useChromiumastherenderingoower for our system.Chromiumwill be
a usefultool thatwill enableresearchin the areaof remotevisualization. Chromium
is currentlycapableof runningparallelapplicationsandperformingparallelrendering,
buttherearemary improvementghatarerequiredo make remoterenderingattainable.
Specificimprovementsareexplainedin depthbelow.

First and foremost,the systemusedfor the underlyingrenderingpower needsto
be capableof overcomingbig dataconstraints.The patternwe have seenwith mary
currenttechnologiess thatthey do not provide a methodfor accessingpower outside
thatcapableof a particulardevice. Ideally, any usershouldbe ableto accesgheren-
deringpower of a clusterfrom ary display We will alsorequirethe ability of parallel
rendering,suchthatan applicationcanbe renderedo atiled display Without these
requirementsiemoterenderingdegeneratemto a simpleremotecomputingproblem,
which asdescribehasalreadybeensolvedby systemssuchasthe X Window System
andVNC. Furthermorethe power of therenderingsystemmustbeaccessiblehrough
a standardnterfacesuchthatapplicationsneednot be modifiedto run on the system,
andnew applicationscanbe written easily The systemmustbe scalableandflexible
enoughto performmary differenttypesof tasks. Chromiumalreadyprovidesthese
abilities,soit is alogical choicefor a startingpoint.

The partsof the systemthat Chromiumdoesnot currently provide are described
belon. Theseincluderesourceallocation,datacompressionadaptablegraphics,and
the systemandapplicationinterface.We have alreadycompletedan eventdistribution
systemandthatelementis describedelow asit is anintegral partof our system.At
the endof this section,we alsodescribenew display paradigmghatwe believe will
arisefrom a systemsuchasours.

3.2 ResourceAllocation

Oneof therequirement®f our systemis thatit mustbeableto simultaneousijhandle
multiple users.Therenderingsourcemustbe capableof allocatingresourceso differ-
entusersn aspecifiednanner Thismaydependntheapplicationtheuseris running,
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thecurrentioadontheentiresystemandthebandwidthavailableto theuser Thus,the
renderingsystemmustbefully awareof whatit is doing,how busyit is, andnetwork
lateng to differentclients. The renderingsourcewill almostcertainlyhave a limited
amountof resourcesvailableto it. If therearemultiple userson the systemwe must
beableto determineprioritiesfor eachuserandtheamountof resourceshateachuser
requires.

Our systemmust have an applicationinterfaceto a resourcemanagerthat has
knowledgeof all of theapplicationgunningonthe cluster Someapplicationsmainly
parallelones,will not be ableto run with fewer thansomenumberof worker nodes,
while somemaybescalableandcanrequirea variablenumberof nodes.Theinterface
shouldthenallow for applicationgo specifya minimumnumberof nodeswith which
it canoperateandwhetheror not the applicationitself canbenefitfrom having more.
Chromiumis ableto supportmorerenderinghodego ary applicatiorthroughtiling the
output,soit is often possibleto improve therenderingperformancef anapplication.
The caveatis becauseherebecomes point at which the sizeof tiles andthe amount
of overlap of geometricprimitives betweentiles becomesso high that addingmore
renderingnodeswill notimprove performance.lt is importantto notethe difference
betweenparallel applicationsand parallel rendering. Chromiumallows for parallel
renderingof any OpenGLapplication,but not all OpenGLapplicationsare parallel.
Chromiumprovidesparallelextensiongo OpenGLasdescribeddy Igehy; etal. [16].
An applicationmustbe written to explicitly take advantageof parallelcomputatiorin
thegenerakense.

The resourceamanagemustalsobe network awarefor similar reasons.If adding
more nodesrequirestoo much network bandwidth,it shouldbe able to determine
whetheror not the whole systemwill benefitfrom this. This awarenesshouldap-
ply to thelocal areanetwork andalsoto outgoingbandwidthto users.Thistiesin with
theSection3.3which describesheability to performdatacompressioffor thesecases.
Theresourcananageshouldalsobe avareof the casewherethe bandwidthavailable
to the end-useiis small enoughthat compressioralonecannotsolve the problem. In
this case moreworker nodeswill notprovide betterframeratesandit maybe possible
to reducethe numberof nodesallocated.

A tagetframerateshouldalsobe specifiedthatwould be applicableto a heuristic
for resourceallocation. Theresourcananagewould thenbeableto monitorthe fram-
eratedor individual applicationssothatit coulddeterminevhich applicationgequire
more nodesandthosewhich could operatewith fewer. It would alsobe desirableto
refrainfrom changinghenumberof nodesallocatedo anapplicatiorwhenpossibleas
this may have adwerseeffectson the viewing experience A constanframeratevould
be muchbetterthana widely varying one. Also, the resourcemanagemwould need
to be aware of the casewhereit simply cannotprovide nodesuponrequesfor a new
applicationandwill notify theuserin suchacase.

Thesearethe main aspectghat we mustconsiderwhenimplementinga resource
managerWithoutsuchatool, it will beverydifficult to manage systenthatallowsfor
multiple simultaneousisers.If remoterenderingon awide scaleis to bea possibility,
it cannotsurvive without this element. Many aspectswill needto be analyzedwith
regardto when certainactionsare necessarysuchastradeofs betweenaddingnewn
nodesandtheaddednetwork traffic thatresults.
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3.3 Data Compressionand Adaptable Graphics

Concerningherequiredoandwidthfor graphicalapplicationsywe will needto address
theissueof datacompressiorio make our systema reality. In Section3.6we describe
two cateyoriesof displaysthatwill be capableof receving datain differentforms. In
thefirst case,a displayonly needsnformationaboutthe imageit needgo displayin
the form of pixel values. Sendinga whole framehuffer to a device would be a very
bandwidthintensie taskthough. For this reasonwe needto look at differentways
of doing imagecompression.Thereare alreadymary compressioralgorithmsthat
we will be looking at, including streamingcompressionsuchas Mpeg4, andsingle
imagecompressionfike JPEGandPNG. Furthermorewe would like a compression
algorithmthatis capableof adaptingo thetraffic in anetwork, sothatit is performing
more aggressie compressiorwhenthe network is saturated.Of course,the type of
compressiowill also dependon the speedat which it can be performed,with the
requirementhatit slow down theframerateasminimally aspossiblejf atall.

The secondtype of displaywill receve bufferedgraphicscommands.Currently
Chromiumsupportsboth typesof displays,but doesnot attemptto do compression
in eithercase.We wantto be ableto performcompressiorfor whatever type of dis-
play will eventuallybe receving data. With this secondtype of display we wantto
investigateperformingdifferenttypesof compressionsuchasgeometrycompression
asdescribedy Michael Deering[6]. Thisis doneby reducingthe precisionusedfor
floatingpointrepresentationsf positionsandcolors,usingalookuptablefor normals,
andcorvertingtriangledatato a generalizeanesh.Deeringwasattemptingto address
the problemof input bandwidthto graphicsacceleratorsWe would lik e to extendthis
to reducingthe amountof bandwidthrequiredfor sendingdataover a network.

Thereareseveral aspectof compressinglatathat we will needto analyzeto de-
terminewhat the bestcompressioralgorithmwill be for our purposes.For ary im-
agecompressionwe will needto look atthe effectson compressingiled imagesand
theirappearancafterdecompressiorVisualartifactswill probablybeproducedatthe
seamsn atiled imagethatwill beundesirableFor thesaeasonsit wouldbeextremely
beneficialto find a losslesscompressionHowever, a losslesssompressionwould not
have the benefitof being ableto adaptto the amountof network traffic. Finding a
methodthat providesuswith the ability to presentosslesor lossyimageswould cer
tainly be beneficial. We will alsoneedto analyzethe effect a compressioralgorithm
haswhenaddedto the endof a renderingoperation.If it is the casethata rendering
nodecanrenderanimage,compres#, andtransmitit beforeit recevesthenext frame,
thenwe won't have to worry aboutthe effect of compressioron framerate . However,
for largerimagesizesit may be the casethatcompressiomwill decreas¢herateto a
pointthatit would have beeneasieito sendthe unmodifiedimagein thebeginning. To
adjustfor thesepossibilities we needa graphicssystenthathasthe ability to adaptto
agivensituation.

Whencompressiofis slowing down frameratdn anundesirablenanneranadapt-
ablesystemmustbe ableto compensateThereareseveral differentoptionsavailable,
andhow they arespecifiedis just anotherelementof the systemthatwe mustdeter
mine. It maybethatimagesizewould have to be dynamicallyreducedo compensate
for issuegelatedto compressioime or bandwidthproblems.In the caseof high net-
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work traffic, it may bethe casethata moreaggressie compressiortanbe appliedto

createlessdataflow. However, if compressiortimesareunbearablyhigh, the system
mustbe ableto realizethis andallocatemoreresourcedor the purposeof datacom-

pressionNew nodescouldbeallocatedor thesolepurposeof compressingompleted
frames. It alsomay be that the numberof allocatedresourcess inadequatdor the

applicationandmorewill berequired.Theseareonly afew of the possiblesituations
thatmay arisein a systemof this type. Theremay be othersnot discosereduntil we

arewell into implementation.

3.4 Systemand Application Interface

The overall systemwill needan interfacesuchthat a usercan begin an application
onthecluster The simplestinterfacecould be a web page,with the benefitthat soft-
warewould not needto beinstalledon the users system .Mostwebbrowsershave the
capabilityof displayingstreamingnediaor deferringsucha taskto a helperapplica-
tion. Whena usercalls up anapplicationon the cluster the resultingoutputcould be
compressethto a standardormatandstreamedo the browseror helperapplication.
However, in this case,jt would be difficult to interactwith the applicationby sending
eventsbackto the cluster Proprietaryapplicationshave no conceptof the Chromium
librariesfor eventdistribution, so interactioncannot be donethroughthem. As de-
scribedin Section3.5, the event distribution systemis removed from the rendering
suchthat interactionis still possible. Anotherweb pagecould be provided with an
interfacefor sendingevents,but this haslimitations of its own. The userwould now
beinteractingwith onewindow andviewing theresultson another Applicationscould
not be viewed in full-screenmode,anduserson devicessuchasPDAs have too lit-
tle screerreal estateto have two windows open. For this reasongcustomapplications
would alsohaveto becreatedo allow for userinteraction.

The interfaceapplicationwould actasboth aninterfaceto the systemaswell asa
viewer for outputfrom the applicationrunningonthe cluster Thisway, all Chromium
librariescanbe accessetby the interface,andwe alsoallow for customizatiorbased
onthearchitectureof thedevice beingusedfor viewing. Interfacescanthenbewritten
for all platforms,including personatomputersPDAs, andary otherdevice usedfor
display On startup,the usercould be presentedvith a screenthroughwhich they
woulddefinesomepreliminaryparametersuchasthenumberf nodesequestedThe
systeminterfacewould thencall up anapplication,anddeferto the interfacefor that
applicationwhichis thenresponsibldor displayingimagesanddistributing events.

For the displaysthat we describein section3.6, one of the addedbenefitsis that
the userinterfacehasnothingto with the displaydevice itself. This would essentially
eliminatethe requirementor an applicationinterfaceas previously described. The
interfacecanbe definedin the applicationso the display hasno conceptof whatthe
useris interactingwith. If thedisplaydevice is avareof the locationof the cluster it
cancall up anapplicationwhich displaysaninterfaceaswell. Thedisplayonly needs
to notify theapplicationof thelocationof the event.
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3.5 EventDistrib ution

Oneof the key componentsn ary truly interactve systemis the ability to generate
eventsbasedon userinput. The EventHeapcomponenbdf the Interactive Workspace
projectat Stanfords oneof thefew projectsthathave addressetheissueof distributed
events[17]. We have alreadybegunwork on a distributedeventsystermfor Chromium,
called CRUT (the ClusterRenderingUtility Toolkit for Chromium),that is loosely
basedon someof the ideasof the EventHeap. An Alpha releasehasbeenincluded
with thelasttwo versionsof Chromium. CRUT malkesit possibleto programa user
interactve applicationto run on Chromium. It is modeledafter GLUT to malke it
easierto learnandto betterenablemigrationof GLUT programsto the Chromium
ernvironment[19].

CRUT is anAPI for Chromiumthatallows for sendingeventsfrom aneventsener
backto the clientapplication.We have madean effort to make the CRUT librariesas
flexible aspossiblesothatusersarenotboundto a certaingraphicaltoolkit. A custom
GUI canbeimplementedhatonly needgo call functionsin the CRUT sener library
to sendeventsto the application.Thus,othertoolkits suchasMotif or Tk canbeused
to createa GUI thatChromiumcanrenderinto thatjust needgo usethe CRUT library
for sendingevents. We alsogive freedomto the applicationby allowing it to retrieve
eventsin differentmannersWe don'’t wantto bind anapplicationto usingamainloop
similarto gl ut Mai nLoop. Applicationswrittenfor Chromiumareof a differentnature
thanmary desktopapplicationsandmayrequirethefreedomto maintainclosecontrol
of their execution.An applicationmay poll for eventsin the sameway asprovidedby
the X Windows System A mainloopis alsoprovidedsothatprogramsanrun asthey
wouldundergl ut Mai nLoop, but by allowing for eventpolling, werestrictCRUT from
bindingprogrammerso a specificorogrammingnodel.

Anotherimportantbenefitof CRUT is thatit is completelyremovedfrom ary ren-
deringcontext in Chromium.This allows a dedicatedventsenerto bedefinedthatis
not associateavith therenderingn arny way, but hasthe purposeof generatingvents
for the application. This could be extremelybeneficialfor controlling an application
meantto renderto a displaywall. With the currentnotion of a displaywall, thereis
no singlerenderingnode,soit is unclearhow onecouldinteractwith the application.
By providing a separatsener, onecoulduseadedicateccomputemplacedin thesame
roomasthedisplaywall thatwould allow a userto interactwith the applicationwhile
viewing its output.

Oneof the main problemsthat CRUT mustaddresss the inherentlateng in dis-
tributed computingthat preventseventsfrom beingprocessedmmediately For indi-
vidual events,suchasa key pressor a mousebutton click, this will not be apparent,
but whengeneratingtreamof events thelateng will bequiteperceptible Currently
theclientlibrary for CRUT buffersall of the eventsit receves. However, eventscan
be generatedt a muchfasterpacethanthey canbe receved andprocessedFor this
reasonjt will be necessaryo look at certaintypesof eventsandreducethe number
thataresentacrossthe network. We are currentlylooking at differentwaysof doing
this, includingsimply sendingeventsat certainintervals,sendingonly thefirst andlast
eventsfor actions,suchasmousemotion,andaddinganexpirationtime to events.We
hopethatin thefinal implementationCRUT will alsobeableto determineghelateny
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in the systemandadaptthe numberof eventsthatarebeingsentto reflectthis.

3.6 Graphics Hardware, Display Devices,and Data Transfer

We addresshetopicsof graphicshardware,displaydevices,anddatatransfertogether
herebecausef their relianceon oneanotherin our system. As stated ,we look for-
wardto afuturewherethe graphicshardwareis not designedsolelyfor the purposeof
displayinganimagelocally. We currentlyhave theability to readbackrenderednfor-
mation,but typically at a ratemuchslower thanwe wereableto createit. We seetwo
necessarimprovementgo currentgraphicshardwarethatwill greatlyaid remotevisu-
alization:increasedandwidthto graphicshardware,andimprovedreadbaclabilities.
Graphicshardware, however, is asmallvariablein theremotevisualizationequation.

In Chromium,displaystake ontherole of seners(or consumers);eceving infor-
mationfrom therenderingsourceandsendingbackevents.Therearetwo possibilities
for sendinginformationto the display device, dependingon whetheror not you are
sendingactualimagedataor graphicscommandsln thefirst case the displaydevice
is anextremelythin clientthatonly recevesframesof imagesor whichit is responsi-
ble for decompressingnddisplaying.Theonly datatransferredo the clientarepixel
values.The displaywould not be responsibldor performingary rendering but must
still have someamountof computatiorpower sothatit candecomprestheimageand
controlthedisplay Thesethin clientscouldtake on mary forms. Oneexamplewould
be astabletsthatwould be clipboard-sizecdindcouldbe usedin a similar manneyfor
providing patientinformationin a hospitalfor instance.Also, asdisplaytechnologies
improve,displaysarebecomingsmaller andincludesomeasthin asafew sheet®f pa-
per. Thesedisplayswill probablynothave alot of hardwareassociateavith them,but,
givenanetwork interface they couldreceive imagerygeneratedrom anothersource.

The secondype of displaydevice is onethatis similar to thefirst, but is alsoout-
fitted with graphicshardwarecapableof renderingncomingstreamsf graphicscom-
mands.Theadwantagesvould bethatit would putlittle strainonthecentralcomputing
source,it may requirelessin termsof network bandwidth,anda parallelapplication
could run on the sener, sendinggraphicscommanddo a remotetiled display One
resultwould bethatcomputerslo notrequireexpensve graphicshardware.As graph-
icscommandsreinterceptedihey aresentoverthe network ratherthanto thedisplay
driver. Thecomputerthenactsmorelike awebsenerthanarythingelse.

Oneof themainmotivationsfor remoterenderings beingableto visualizedatasets
in a convenientervironment,suchasthe desktopcomputeror handhelddevice. Apart
from thesecorventionaldisplays,we think thereare otherwaysin which remoteren-
deringcouldbe useful. Onenew type of displaypossiblewould be a movable,recon-
figurabledisplaywall. Onceadisplayhasbeendecoupledrom thegraphicshardware,
it becomesinnecessario have dedicatedrisualizationcenterssuchasthosecurrently
used. Displaywalls could be placedin conferenceooms,classroomsor evenin the
office. Anothertype of displaywe think will emege is a tablet-like display which
might be usedin settingssuchasa hospital,or ary otherenvironmentwhereit would
beneficialto have this mobility. If fact,ary displaydevice shouldbe usablefor remote
renderingtheseareonly a few of thepossibilities.
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4 UsageScenarios

With ary new technologytheimmediatequestiorthatmustbe asledis whetheror not

it will be beneficialenoughto justify its undertaking.We believe thatthereare mary

usesfor a systemof this nature. In this section,we outline someexamplesof usage
scenariosn the attemptto shav that our systemwill not simply be a solutionfor a

particularniche,but thatits applicationis indeedbroadin scope.

4.1 The Power of Graphicsin the Field: Virtualizing a Battlefield

Oneplacethatwe seeour systemasbeingbeneficialis in ary field settingwherecom-
putationalpower is severelylimited. This appliesnot only to a battlefield,but alsoto
otherareassuchasanthropologicalgeological,or environmentalresearchocations.
A scientiston ananthropologicatlig may benefitfrom beingableto view datarepre-
sentatve of wherefossilsareburied, but lacksthe meandfor doing so. If dataof this
naturewasgatheredisingsonaror radarscanstheinformationcould be compiledat
a centralcomputinglocationandsentto the personin the field. It couldthenbe used
to tamget specificlocationsto unearth.Similarly, an ervironmentalresearchemay be
ableto useinformationaboutaquaticcontaminant®n aninteractve map. In both of
thesecasesif the displaysbeingusedwereintegratedwith a GPSunit, it would make
it a simpletaskto correlatethe dataandthe currentlocation of the display allowing
theuserto betterfind whatthey arelooking for.

We seethe situationin a battlefieldto be moreconstrainedhanthe others,andas
suchprovidesa betterexampleof the advantageof having a systemsuchasoursin
place. The matterof safetyhelpsdescribethe benefitsof having portableaccesso
intensie graphicalcomputationpower. For military personnein combatsituations,
imagerycould be streamedo a device carriedby a designateanemberof the ground
troops.For example,in asituationwheretroopsareinfiltrating anenemybuilding, im-
portantinformationregardingthe building layout andwhereabout®f the inhabitants
couldbedisplayedonthedevice. Informationcouldbecollectedviainfraredandradar
scansfrom aircraft flying at a safedistanceabove the building. The informationis
collectedand compiledon a clusterbackat the base,anda threedimensionakepre-
sentationof the building, including informationfrom the infrared scangto determine
the locationsof peopleinside the building, is sentto the groundtroops. The troops
would be ableto interactwith theimagesstreamedo the display allowing immediate
knowledgeof thelayoutof thebuilding.

The obvious advantageis beingableto infiltrate the building with knowledgeof
the exactlocationof inhabitants)eadingto increasedafetyfor troopsengagedn the
operation.A concreteplan for infiltration canbe formulatedand actedupon. Essen-
tially, the guesswrk hasbeentaken out of a potentiallyhazardouoperation. There
aremary othermilitary applicationof sucha systemaswell. Displayssuchastheone
describeddo not needto be handheldthey canbe placedin aircraftandgroundvehi-
cles,andusedfor suchpurposesasmissionbriefing. Portabledisplaywalls could be
takendown anderectedasneededyith accesso thesamerenderingpower previously
described.
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4.2 Interactive Education

Oneof the currenttrendsin researctwork for graphicaldisplaysis aimedat creating
lighter, cheaperbendablalisplays.LCDsarealreadybeginningto replaceCRTs asthe
primarytype of displaybeingsold. Paperlik e displaysaretakingthe progressiorone
stepfurther We now have displaysthatareassmallasa few millimetersthick, andthe
technologyis only gettingbetter Oneplacewherethesetypesof technologycould be
appliedis in the classroonor office.

Our usagescenaricheredescribesa classroonthat hasbeenfully integratedwith
remoterenderingcapabilities.A clusterin the basementanperformgraphicalcom-
putationfor the entireschool.Eachclassroontanbe outfittedwith multiple displays,
eachperformingdifferentfunctionsbut all gearedtoward the generalpurposeof fa-
cilitating education.The first type of device thatcould be usedis a roll-away display
screerin thefront of theroom. It would beusedmuchlik e the projectionscreengpop-
ularin mary classroomgoday The main differenceis thatthe displayis actie; it is
essentiallya roll-away displaywall. The teacheror lecturercould control the output
onthedisplayfrom eithera controlconsolewhich could be anotherisplaybuilt into
a podium,or throughan interactiondevice similar to the one usedfor the Interactive
Workspacdq18]. Theteacheicouldalsodelegatecontrolof the large displayto a par
ticular personfrom the control console. In this way, a moreinteractve ernvironment
canbe achieved as studentdbecomemore involvedin the learningexperience. This
would alsorequireanothettype of displaydevice availableto eachstudent..

Studentdeskscould beintegratedwith a displaythatwould alsobe managedrom
the controlconsole.Theteachemwould be ableto definetheinformationdisplayedon
eachof the studentsindividual displays.For example,if the settingwerea chemistry
classroomalargemoleculamodelcouldbedisplayedon thelargedisplayscreerand
theteachercould zoomin to a particularpartof the modelfor displayon eachof the
studentstdisplays.As mentionedabove, theteachecoulddelegatecontrolof thelarge
displayto oneof the studentspossiblyrequestinghemto definea particularpart of
the model. The studentcould thenbe presentedvith aninterfaceto the large screen
on his own display but no one elsewould be ableto controlit. Interactingwith his
own particulardisplay the outputon thelarge screerwould changeashewantsfor the
wholeclassto see.

Having multiple displaysreceving the sameoutputin this mannerwould require
the useof a proxy sener for the classroom.This would functionasonerendersener
that the clustersendsinformationto, which is then responsiblefor distributing the
imagedo themultipledisplays.Withoutsuchasener, theclusterwouldberesponsible
for sendingmultiple copiesof the sameimagesrequiringalargeamountof bandwidth
leaving the cluster The proxy sener actsasa singlerecipientof the datawhichis on
boththe samenetwork asthe clusterbut alsoalocal subneffor the classroom.

4.3 The High-TechHospital Ward

Oneervironmentalwaysin needof easilyaccessiblénformationis ahospital.Doctors
andnursesneedto be ableto keeptrack of multiple patients’datain an easilyman-
ageablemanner The commonmethodof doingsois having clipboardswith relevant
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information at eachpatients bedside. One of the problemswith this is that certain
typesof information,suchas X-rays, MRI scansor ultrasounddata,cannot always
be viewed at the bedside.A hospitalworker could benefitgreatlyfrom the ability to
accessnformationfor multiple usersfrom a handheldabletPCor PDA.

A centraldatabasef userinformationcould be kepton a cluster allowing access
to devicesthroughouthe hospital. The needto manageclipboardsof patientdataand
therequiremenfor paperbasednformationwould be eliminated.Graphicalinforma-
tion relatedto eachclient would alsobe storedon the cluster accessiblén the same
mannerasall otherrelateddata.As new patientsarrive, new databaseecordscouldbe
createdor them,andarny new informationcould be addedto the recordasproduced.
Historical information could also be kept on record, allowing doctorsand nursesto
find informationregardingallemiesor otherhealthcomplicationsvhenthe patientis
not ableto provide theinformationhimself. Multiple peoplewould have accesgo the
samedataat the sametime andfrom differentlocations.Accesswould not necessarily
berestrictedo peoplelocatedwithin the hospital.

Remoterenderingwould alsomale it possibleto contactspecialistan particular
fieldsto acquirebetteranalyse®f patients conditions.Theinformationcansimply be
streamedo the specialistwho canthenuseit to determinea diagnosidor the patient.
Sincetheinterfaceto the overall systemcanbe assimpleasaweb page the specialist
would not have to downloadary new software. For someparticularapplications,it
may be easierto interactwith anapplicationif softwareis downloadedbut it should
not be entirely necessaryThis allows for easycollaborationmuchlik e thatdescribed
in sectior4.5.

This type of systemcould alsobenefitmedicalresearcha field whereit is normal
to producehigh-resolutiorvolumetricdatasetsA visualizationcentermaynot always
be the easiestvay to view suchdata,andin somecaseghis information may need
to be viewed as quickly aspossible. Remoterenderingwould provide a solutionfor
viewing thesdargedatasetatanindividual'sdesktopor on someotherdisplaydevice.
Furthermorejnformationregardingthe userof the systemcanremainstatelessnuch
like with VNC [31]. This would make it possibleto leave one's workstationwith an
applicationstill runningon the clusterandmove to a colleagues office to bring up the
sameapplication.Thus,remoterenderingwvould not only be beneficialto workersin a
hospitalervironment,but to agreatempartof the medicalprofessioraswell.

4.4 Scientific Visualization

Oneof themainmotivationsfor remoterenderings theareaof scientificvisualization.
Theproblemwith theway scientificvisualizationis currentlyachiezedis accessibility
We have mentionedseveral timesthe conceptof the specializedvisualizationcenter
Often, displaywalls requiretheir own dedicatedpaceasthey aretoo big to be housed
in most corvenientlocations. As a result, both the display wall and the rendering
sourcemustbe locatedoutsidethe office setting. This incorveniencemeanghat the
visualizationcentercanbecomdargely unused.

Most applicationgn scientificvisualizationrequiremorerenderingpower thanan
individual PC canoffer. Remoterenderingstrivesto malke scientificvisualizationrmore
accessiblebringing the aggreyatepower of a clusterof workstationsto the desktop
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setting.A reasearchen hisoffice shouldbeableto usetheresourcesf avisualization
centemremotely Of coursepnaPC, it will notbepossibleto view datasetatthehigh
resolutionofferedby adisplaywall, but smallertaskswill bemadeeasier Furthermore,
with theadwentof new displayparadigmsasdescribedn section3.6,it will bepossible
to houseasmallerdisplaywall in theoffice, providing all the capabilitieof adedicated
visualizationcenterin aneasilyaccessiblenanner

Remoterenderingalsoallows for the sharingof resource#n avisualizationcenter
Currently whenoneresearcheis usinga displaywall, othersarenot ableto access
the cluster Remoterenderingwill provide for multiple concurrentusers. This way,
oneresearchemay be usingthe displaywall while anotheris accessinghe cluster
from their office, andothersareusingthe clusterfrom hundredf milesaway. Thus,
remoterenderingalsofacilitatescollaboration. It allows accesgo comple datasets
andapplicationsvhich canbe difficult to shareor distribute.

4.5 Interactive Collaboration

Many currentresearctprojectslike the Interactve Workspaceand the Office of the
Futurewould alsobenefitfrom the capabilityof remoterendering.In the caseof the
Interactive Workspace graphicaldatafrom outsidethe iROOM could be broughtin
for displayon ary of the screensandremoterenderingcould be usedasthe driving
forcebehindtherenderingvork beingdonefor theiROOM. Thelnteractve Workspace
is designedo incorporatemary differentdisplaydevices, few of which would have
the abilitiesto renderlarge complex modelsor intensve graphicsapplications.Small
devices, like tabletPCsand PDAs, would be ableto take advantageof the rendering
power a clusterhasto offer. With the currentdesignof the Interactive Workspacejt
shouldnt be difficult to incorporateremoterenderingeither A designatedgener for
the clustercould broadcasthe beaconeventsto the Event Heapdefiningthe remote
renderingservice.lCraftercouldbe usedto createaninterfaceto it, andthe DataHeap
couldpotentiallybe usedfor imageretrieval.

The Office of the Futurewould benefitfrom remoterenderingaswell, but in dif-
ferentways. In effect, the Office of the Futureis trying to achieze mary of the same
tasksasremoterendering.The Office of the Futurefacesmary problemshaving to do
with bandwidth,graphicalcompleity, and brute renderingforce. Datacompression
techniquessthosedescribedn section3.3 could be usedto alleviate the problemof
sendingfull scenedescriptionsacrossa wide areanetwork. Sincethe Office of the
Futurecurrentlyusesgraphicssupercomputerfr renderingoower, the projectwould
be ableto take advantageof the scalability provided by a addingextra worker nodes
to the cluster Whenusinga supercomputeit canbe both expensve anddifficult to
expandthe capabilitiesof the currentsystem.Furthermorehaving multiple projectors
in anoffice run by supercomputenwill createnotonly alot of clutter, but alsoalarge
amountof heat.

Our systemshouldalsobe ableto performinteractive collaborationtasksby itself,
andthereis noreasorto useit only asanimprovemento otherresearclprojects.One
of the nice qualitiesof remoterenderingis that statedoesnot needto be tracked by
the display device. Much like with VNC, applicationscould be left runningon the
clusterwhile the usermoveslocationsto bring up the applicationin a differentplace.
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Remoterenderingextendsthis ideafurther Whereapplicable,a datastreamcanbe
sentto certaindisplaysfrom a controlling displayasin the classroonscenaricabove.
With VNC thisisn’t suitablebecaus¢he purposeof VNC is somavhatdifferent,being
aimedat remotedesktopuse. Thereis really no pointin having a desktopstreamedo
multiple computers.

4.6 Graphical Computation asa Mark etable Resource

With theadwentof anew technologynew avenuedor busines®pportunitiesnevitably
follow. Thisusagescenarialescribeshewayin whichwe couldtreatvisualcomputing
asaresourcemuchlike any naturalresource As such,it canbe marketed,anda fee
canbechagedfor its use.

Previous usagescenariohave describedhe possibility of using portabledisplay
walls asrenderseners. Similar ideasare also appliedhere,but in a little different
manner Displayscould be usedfor adwertisingin commercialmalls or individual
stores. The resultwould be a nev model for adwertising. Touch-sensitie devices
could be usedso that anyone could walk up to the displayto interactwith it. Entire
catalogscouldbe availableatthe users requestyho couldevenbe ableto orderfrom
the catalog,creatingan ATM-lik e useof the display Thesedisplaysshouldnot be
limited to commercialpurposesither They could be usedasa form of information
distribution, providing importantdatato a particularaudience.

Mostpeoplehave hadthe experienceof beinghandedliers adwertisingfor apartic-
ular productor service.As thesizeandcostof displaysdecreaseshesehandoutsnay
be ableto take the form of small displays,muchlike the “tabs” or “pads” previously
describedy Weiser{40]. Economief scalewill notbein placefor thesedisplaysfor
sometime, but they will be a possibilityin the nearfuture. Thin, paperlike displays
will have no graphicshardwareassociateavith them,sothey will needto be ableto
receve informationfrom an externalsource.Remoterenderingprovidesa perfectfit,
alsoallowing for arbitrarily complex datato be displayedon deviceswith no concept
of graphicalcomputationvhatsoeer. All thatis neededs a network connection.

Anothersuchdisplay could be usedto replacecurrentbillboardsnow ubiquitous
alonghighwaysandin highly commercialareas.Currently adwertisingspacesuchas
that for billboardsis sold or rented. Similarly, remoterenderingcould be marketed
asa servicewhich would be paid for, resemblinga marketing strateyy similar to cell
phonecompanieghagingfor air time. In thecaseof remoterenderingthemarketable
resourcecould be computatiortime, the numberof worker nodesrequired bandwidth
consumedor somesimilar aspecbf clusterrendering.

5 Conclusion

Currently mary fields that have requirementdor ultra-highresolutiondatasetdack
a corvenientway to accesgshem. Display walls provide oneway to view large data
setsat high resolution,but arent easily accessiblenor are they availableto every-
one.Specializediisualizationcentersareusuallybuilt to househesedisplays oftenin
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incornvenientiocationsfarfrom thenormaloffice environment. Thegoalof remoteren-
deringis to make the poweravailablein a clusterof commodityworkstationsavailable
to morepeoplein amorecornvenientmanner

We have shawn that thereare mary applicationsfor a systemproviding remote
rendering Not only aretheremary new applicationsbut remoterenderingcanbeused
to improve mary existingresearctprojectsaswell. The purposeof this paperasheen
to provide a descriptionof aspectsnvolvedin creatinga systemof this nature aswell
to exemplify thewaysin whichit canbe used.We believe thatremoterenderings far
from a niche solutionto a particularproblem,but providesa generalframewnork that
canbeappliedto mary differentsituations.
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