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Introduction Topics in Survivable Systems

| ntr oduction

John C. Knight

In the Spring of 1998, a special topics course in Information Survivability was taught at the
University of Virginia. The attendees were graduate students in computer science and the instructor
for the course was John C. Knight. This report is a compendium of papers written by students who

attended the course.

Information systems are at the heart of many important applications. Banks and other financial
institutions operate by transferring messages about financial transactions electronically and storing
financial information in large databases. The public switched telephone network is implemented
by computers and much of the essential processing in the telephone system is dependent on large
databases. In a similar way, many transportation, energy, government, and military systems are

dependent on information systems.

An important characteristic of these information systems is that they are distributed, in most cases
widely so. For example, the world's banking system is, in fact, a single very large distributed system.
Central banks are connected to regional banks, regional banks are connected to local banks, regional
banks are connected to other financial institutions such as mortgage companies, central banks from
different countries are connected together, and so on. All kinds of financial services are
implemented by moving information between computers, storing different types of information on
different computers, and processing a wide variety of transactions on different computers. For
example, depositing a check or using a credit card for a retail purchase each involve several

computers and many network transmissions.

The dependence of these applications on information systems is considerable and not well
appreciated. In fact, in many cases the normal activities of society depend upon the continued
operation of the information systems. The loss of some of the critical information systems in the
telephone network has lead to widespread and protracted failures. The loss of such systems in other

applications could have a devastating effect.
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Complicating an already complicated situationistheinterdependence of some of these applications.
For example, although limited protection against loss of power is afforded for some information
systems, service following a power lossis usually severely reduced. Thus, for example,
management of transportation systems will be affected significantly if there is awidespread loss
of power. Similarly, loss of communication service will disrupt many other information systems

such as finance, electronic commerce, and transportation.

The dependability requirements that arise with many critical information systems are quite
extraordinary. For example, many current systems and others that are being planned are required
to operate on widespread networks and require twenty-four-hour-per-day, seven-day-per-week
operation. In addition, these systems have to support combinations of dependability requirements.
For example, they have to maintain very high levels of availability whilst also ensuring network-

wide security.

Dealing with the effects of faultsin information systems leads to the notion of survivability.
Informally, by survivability we mean the ability of the system to continue to provide service
(possibly degraded) when various changes occur in the operating environment. For example, when
eventssuch ashardwarefailure, softwarefailure, operator error, or maliciousattack occur, acritical
subset of normal functionality or some alternative functionality might be needed to mitigate the

consequences of the event.

Thetopics covered in thisreport are not comprehensive by any means; the survivability areaistoo
broad for that. The papersdo, however, span quiteawidetechnical range. Thefirst paper, by Robert
S. Sielken, isentitled " The Public Switched Telephone Network™. Thisisashort summary of many
aspects of the telephone system and provides some background information about how one of the
critical infrastructure systems works. The second paper, by Sean McCulloch, isentitled "An
Analysis of Non-Security Failures of the Electric, Phone, and Air Traffic Systems'. Thisisan
examination of someof theincidentsthat have occurred intheseinfrastructure application domains.
Thelimitation to non-security incidentsisimportant because it hel psto point out the many sources

of failure to which these systems are subject.

The general concern of the community about security is significant, and four of the papers cover
security-related topics. The first, by Matthew C. Elder, isentitled "Major Security Attacks on

2
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Critical Infrastructure Systems". Thispaper discussesrecent security attackson critical information
systems, and presents extensive information about the severity of the security problem. The second
security paper, by Brownell K. Combs, isentitled "Hacking Information Available onthe Internet”.
Thispaper examinesthe material availableto hackersonthe Internet. The author sought out sources
of information so as to determine what is available and how easy it isto obtain. The results are

surprising. Thethird security paper, by Steven Geit, isentitled "Firewalls'. This paper presents a
summary report on firewalls, an important technology designed to help improve the security of

existing systems. Thefourth paper, by LuisNakano, isentitled " State of the Art in Computer Virus
Prevention™. Viruses are growing in number at an extraordinary rate and many new techniques are
being developed by their authors to combat existing detection systems. In this paper, the different

types of virus are summarized and approaches to their elimination discussed.

Thefinal paper inthisreportisby A. C. Chapin and isentitled "Smart Cards: Security in the New
Transaction Cards'. Thefield of critical information systemsischanging rapidly and thisfinal paper

isabout an emerging technology that will have alargeimpact on all aspectsof thefield inthefuture.

These papers have been compiled into this report to provide aready source of information on a

variety of topicsfor theinterested reader. I n each case, the papersinclude an extensive bibliography
that can be used to obtain more details about the subject of the paper. For more information about
the field of survivability, please visit the Web site of the survivability architectures project at the

University of Virginia:

http://www.cs.virginia.edu/~survive
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The Public Switched Telephone Networ k

Robert S. Selken

1. History
1.1 Advancesin technology

The first working telegraph, the predecessor to the phone, was developed in 1830. About thirty
years later, Antonio Meucci designed and built the first transmitter and receiver for a telephone set.
At the same time, Philipp Reis developed the first instrument that could transmit music over a wire.
However, it was Alexander Graham Bell, a Canadian, who finally discovered that speech could be

sent across a wire. In March 1876, Bell received the patent for an electrical speaking telephone [8].

The first telephone switchboard was installed in Boston in 1877. In 1878, New Haven, Connecticut,
was the first city to have a commercial telephone exchange. The first commercial telephone service
was established in 1884 between Boston and New York City. Almon Strowger of Missouri invented
the automatic line selector in 1889; it utilized step-by-step switching to automatically connect two
subscribers. The first automatic exchange was installed in Indiana in 1892. By 1896, the pulse
dial telephone started to replace the older type of telephone that required the caller to press the

buttonn times to dial the digit' [8].

The first transcontinental line was finished in 1915 and connected New York City to San Francisco.
The first coaxial cable linked New York to Philadelphia in 1936. In 1947, microwave radio relay
was putinto use. The first transatlantic cable was completed between Canada and Scotland in 1956,
while the first transpacific line was not completed until 1963 between Canada and Australia. The
1960s saw the first use of satellites to relay signals between continents [8]. By 1970, Corning Glass

Works was able to produce a glass fiber with sufficient purity to support telecommunications [16].
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1.2 Current Structure

Up until 1982, AT&T had a virtual monopoly on the telecommunications industry. It provided
85% of all local telephone service and 97% of the long distance service. Judge Harold H. Greene
from the United States Justice Department created the antitrust settlement that divided the country
into 160 local access and transport areas (LATAS). The Bell operating companies were only allowed
to provide service within the LATAS, not between them. Each of the twenty-two companies was

incorporated into one of seven regional Bell operating companies (see Figure 1) [16].

Constituents

Mountain Bell
Northwestern Bell
Pacific Northwest Bell

Ameritech lllinois Bell
Indiana Bell
Michigan Bell
Ohio Bell
Wisconsin Bell

A-2
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Name Constituents

Nynex New England Bell
New York Telephone

Bell Atlantic Bell of Pennsylania

Diamond State 4l

New Jersg Bell

The Chesapeak& Potomac Companies

Pacific Telesis Pacific Bell
Nevada Bell

Southwestern Bell | Southwestern Bell
Corporation

Bell South South Central Bell
Southern Bell

Figure 1. Regional Bell Operating System [16]

2. Incidents

Despite the high availability of the PSTN (Public Switched Telephone Network) in general (more
specifics on the availability later), the PSTN is still subject to incidents that cause the PSTN to
function incorrectly. Many of these are physical reasons and some are related to software. There

are other reasons why the PSTN might fail, but those are not as well publicized.

2.1 Physical

Physical attacks on the network can be either related to the weather or to people.

2.1.1 Weather-related

The weather is a frequent source of problems in the PSTN. In January 1998, more than 100,000
people had either degraded or no service because of the heavy rains, ice, and variable temperatures
in the greater Chicago area (lllinois, Indiana, Michigan, Ohio, and Wisconsin) [3]. At about the
same time, snow and ice were hammering the East Coast of the U.S. More than 100,000 customers
were without power due to downed lines. The phone system was hampered by downed lines as

well, but it was also hampered by the loss of more than a dozen generators from its switching
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substationsthat were stolento help aleviatethe power supply problem[9]. Earlierinthemonth,rain
and melting snow caused flooding in the western half of the country that caused evacuations of

people and phone systems not to work in areas that were underwater [24].

Weather related incidents have not happened only recently, they have been around for many years
(ever since the beginning). Anincident from the past was the San Francisco Bay Areaearthquake
of 1989. The earthquake only caused afew lines to be downed, but the biggest problem was the

flood of long distance callsthat followed - 140 millionin 24 hours. The AT& T network wasforced

to give outgoing calls priority, and the switches themselves were able to handle this[7].

2.1.2 Non-weather-related

Of the physical attacks onthe PSTN, not all of them are caused by the weather. People cause some
of them. The most frequent incident involving people is when they cut acable. On January 4,
1991, AT& T employees accidentally cut a cable which disrupted long distance service in and out
of New York City for five hours. The outage shut down the airports and the financial exchanges.
In June of the sameyear, asliced cable blocked somelong distance customersfrom calling between
Washington and New York [7].

2.2 Software

Besides incidents related to the weather and people, incidents are caused by software errors. An
error in anew version of a network computer program led to the famous AT& T outage of 1990.
The massive service disruption began at 2:30 PM EST when the error caused the New Y ork City
computer to send out alarm messages throughout the network. The cascading alarms caused the
switches to refuse to accept any new connections. The company estimated that more than half of
the long distance calls placed were not completed. The problem was located that evening and was
fixed by midnight. Later that same year, eight million customersin Washington, D.C., Maryland,
Virginia, West Virginia, and Californiawere unable to complete callsunlessthey were nearby local
calls or using long distance carriers. The source of the problem was traced to a software problem

in the version of Signaling System 7 that was being used to route calls[7].
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3. How it works

3.1 Switching

3.1.1 Switches

The first switch was the one invented by Strowger in 1889, and it was commonly called the step-
by-step switch. The crossbar switch wasintroduced in 1938. However, the biggest breakthrough
in switching occurred in 1965 with the introduction of the No. 1 ESS that was the first electronic
switch. Theswitch wasthefirst to be controlled by acomputer. It had switching for 10,000-65,000
lines and could handle up to 100,000 calls per hour.

—&
—

¥

Trunks Linas

|

Sé‘i;i:iit:zl'gflsg Ling Scanners

Computer

] I I

Meracey

Administrative Center

~ 1| Conzole Taps
Storage

Figure 2. Electronic Switching System [16]

Thesefirst generation electronic switches had an analog switching matrix (see Figure 2). Thefirst
digital switch wasthe No. 4 ESSinstalled by AT&T in 1976. The future of the digital switch is

becoming shorter with each passing day asoptical switchesare being designed to handlefiber optic
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traffic. Thisfuturistic telephone switching system could support 10,000 channels operating at 150
Mb/s. Intheory, such asystem would be ableto handle all of North America'svoicetraffic at once
[16].

3.1.2 Computing devices on the PSTN

ThePSTN can supply atemporary method of providing aphysical connection between two devices
called DTE (an acronym for Data Terminal Equipment). A device called a DCE (data circuit-
terminating equipment) is used to convert the DTE output into asignal that is suitable to be

transmitted over the standard voice circuits [6].

3.1.3 Switching Offices

The North American switching plan classifies each office according to thefunction it performs (see
Figure 3and Table 1).

Class5 (CL5, end office). Subscribersare normally connected to these. The main function
is the interconnection of any two subscribers.

Class4 (CL4, TP (toll point)). The main function of this switch isto interface with the
class 5 offices and with the intertoll network. They provide the beginning and final
stages of concentration and expansion for toll traffic to and from the end offices.

Class4 (CL4, TC (toll center)). This office provides operator assistance for toll traffic.

Class 3 (PC (Primary Center)). This office interconnects the class 4 and 5 offices with
larger geographical areas.

Class 2 (SC (Section Center)). This office interconnects the class 4 and 5 offices with
larger geographical areas.

Class 1 (RC (Region Center)). This office interconnects the class 4 and 5 offices with
larger geographical areas.

Class 1 Class 2 Closs 3 Classd  Class 5
Repional Sectional  Primary Toll End

Centor Center Center Center  Office

Figure 3. Switching Structure[16]
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The North American plan consists of ahoming pattern where each lower office (lower officeshave

the higher numbers) connects to a higher office [8].

Switching Switching Function
System Performed

Homes on:

CL1,234 All other RCs
CL2,34 CL1

CL2,34 CL1

TCor TP CL4,5 CL3,2,1

End Office CL5 CL4,3,2,1

Table 1. Switching Functions and Homing Arrangements

Prior to the 1982 divestiture, there were approximately 20,000 end offices, 1,300 toll centers, 265
primary centers, 75 sectional centers, and 12 regional centers. Trafficisawaysrouted through the
lowest level (highest numbered) available level in the hierarchy [16].

3.2 Spectrum

The PSTN was originally designed for voice communications. By limiting the sound spectrum to
just those frequencies of human speech (not a wide range), engineers could reduce the bandwidth
used for each call which would permit more simultaneous callsin the given spectrum. However,

whilethisworkswell for voice communications, it is a serious bottleneck to data communications

[6].

3.3 Power

Originally, phones were powered from the subscriber side. Eventually, thisbecame less practical,
so now the power source originates from the central office. Telephones are powered by a-42 to -
52V dc (typically -48) current supplied from the central office [8]. Thisiswhy the phone system
can remain functional when the AC power goesout. However, thismay no longer bethe case when

fiber optic cables become prevalent since they carry light, not electric current.

A-7



The Public Switched Telephone Network Topicsin Survivable Systems

3.4 Wires

3.4.1 Coaxial

There are two types of coaxial cables used for transmission of broadband signals with low
attenuation: rigid (or air dielectric) and flexible (or solid dielectric). Therigid cables contain an
inner conductor insulated from the outer conductor by insulating spacers, while the flexible cables
have solid and continuous dielectric. The key advantage to coaxial cableisits ability to minimize

noise pickup [8].

3.4.2 Fiber

Fiber optic cables are the way of the future. Although seemingly simple, the wire is actually
composed of three parts: core, cladding, and coating. The coreisthe center wherethelight travels.
The cladding surrounds the core and keeps light from escaping. The coating is a soft layer of
acrylate that surrounds and protects the fiber. Light can travel up to 100 milesin the cable before
it needsto be boosted. A singlelaser can be turned on and off up to abillion times per second. A
strand of glass can carry multiple wavelengths (colors) of light ssmultaneously. Therefore, light
can handle billions of bits of information per second, far more than any other technology. While
fiber optic cables are made from glass, they are by no means brittle. Fiber'stheoretical strengthis

two million pounds per square inch (psi), and its typical strength is about 600,000 psi [10].

3.5 P(A)BX

The private (automated) branch exchange system was devel oped to meet the needs of private
switching in medium to large-sized organizations. The private part of the nameisbecauseitisused
for within the organization, and the branch exchange part of the name is used to designate the
switching system as a branch of the local central office. The PABX switching system is used to
transfer from one subscriber in an organization to another subscriber in the same organization
through the central office. The PABX performsthe samefunctionsasaswitchinthe central office,
but it also has some additional features: call hold, call forwarding, automatic callback, conference
calls, and paging. To dia out of the system, the caller must dial an exit digit first (usually an 8 or
9) [8].
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3.6 Rotary vs. Touch-Tone

Rotary telephones use dial pulsing where n pulses are made to represent the digit n. A small break
between the pulses signal s the beginning of the next digit. When thecircuit isclosed, itisamake;
when the circuit isopen, itisabreak. The touch-tone tel egphone uses semiconductors to generate
an audio signaling tone. Pressing a button causes the rotation of a set of two rods resulting in two

audio tones that represent the digit [8]. Table 2 shows a comparison of these two technol ogies.

Rotary Touch-Tone

Dialing: make-break technique Dialing: combination of two frequencies

Operation with mostly direct control Operation with mostly common control

switching equipment switching equipment

Slow dialing Fast dialing

Heavy electromechanical device Light, mostly electronic device

Table 2: Telephone System Differences

3.7 Backbone

Microwaveradio hasbeen the backbonetransmission system of thelong distancetel ephone network
for the past thirty-five years. Radio beamsfollow aline-of-sight path between towers. High
frequencies (4, 6, or 11 GHz) are conducted through metal pipes called waveguidesthat couplethe
radio with theantenna. At each tower, the signal isreceived, amplified, and transmitted to the next
tower. Onthe4 GHz system, two DS-3 rate signals (each corresponding to 1,344 voice channels)
are transmitted in each radio channel [16].

3.8 AT&T Picturephone

AT&T introduced the Picturephone at the World'sFair in New Y ork in 1964. While economically
infeasible at the time, current videophone applications are both convenient and economical on the
current PSTN. They typically use 112 kb/s using two Switched 56 lines[16].
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4. Capacity of Numbers
4.1 NPA

The number system currently used in North Americais called the Number Plan Area (NPA) [8].
More and more numbers are needed all the time because of the increasing number of subscribers.
The question is not whether or not to add more numbers, but rather how to add these numbers.

There are currently seventeen dialing plansin use around the country [4].

4.2 Areacode splitsvs. overlays

Despite the large number of dialing plans available, the debate on how to add more numbers boils
downtotwo options: split an areacodeor add an overlaying areacode. Irrespectiveof how numbers
are to be added, it takes the phone company a minimum of six months from the date of the NPA
code assignment to reprogram its machinesto accept the new number and allow permissivedialing
for ashort period [19]. (See Figure4.)

4.2.1 Area code splits

One way to add more numbersisto split an areacode. Thisis being done more and more in the
big cities with a doughnut style where the main part of the city keeps the old area code (the inner
part) while the outer parts of the city get anew area code. With the split, the dialer may haveto
dial seven, ten, or eleven digitsfor somelocal calls[4]. The advantage of thisplan isthat it keeps
the current geographical separation that people are used to in the numbering system. However,
many people must changetheir existing numbers. Thismight be expensive given how many places
may have aphone number listed. An aternative, though less popular, way to split the old area
codeisin half with one half keeping the old number and the other half getting a new are code [19].

4.2.2 Overlays

The other main option isto use an overlay. Inthissystem, the old area code would remain and all
new numbersin that area code would have the new areacode. Withthe overlay, all dialersdial ten
digits (eleven depending on the city [19]) regardless of whether itisbilled asalocal call or not [4].

This scheme has the advantage that it does not require the current subscribers to change their
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numbers. The disadvantage is that everybody always dials ten digits. Estimates are that dialing
the extrathree digitsin Houston alone will result in $26.5 million in lost time (1.5 secondsto dial
the extra three digits, $5 hour for an individual's time). The other disadvantage is that the same
house may havetwo different areacodes. |If the parentshad aline beforethe overlay, it would have
the old area code. If they decided to add a second line for a computer, afax, or the children, it
would have the new area code. Thiswould cause people to |ose some geographical association
with the area code system. Outside of the city, the difference would be negligible since the outside
dialers can still associate the old area code number with the same region and just add the new area

code to also represent that region [26].

Figure 4. Area Code Split vs. Overlay

4.3 Toll freenumbers

A similar phenomenon istaking place with thetoll free numbers. Toll free numbers are part of the
Toll Free Interexchangeable Numbering Plan (INPA). In April 1998, 877 joined 800 and 888 as

the next toll free number [13].

5. Requirements
5.1 Power

Severeweather such aslightning may cause commercial power outages, but it will not immediately

affect the phone network. Companies have backup power to last for afew hours. Ameritech has
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backup batteries that can last four or five hours before being recharged. However, people must
remember that cordless phones, fax machines, answering machines, modems, and some business

phone systems will still not work because they may require AC power [20].

5.2 SNR

A signal-to-noise (SNR) ratio is used to measure the performance of alink inthe system. Theratio
is computed by dividing signal power by noise power. The higher theratio, the clearer the

connection and the more data capacity it possesses [6].

5.3 Capacity

Having the capacity to support all of the subscribers being on the phone at the same time would be
atremendous waste of resources. Thetypical telephone system will only accommodate 10% of the
subscribersasthe originatorsof cals. Inareaswhere business phonesare used frequently, capacity
might be 15-20%. The number of supported active dialers varies from system to system but is
around 1% [15]. Anadditional 15-25% of that 1% must be added to account for false attemptsand
prematurely abandoned calls. The network handles over 600 million messages a day over more
than 20,000 switching systems [16].

Besides handling normal calling, the network can also be adjusted to accommodate unusual
behavior. In 1997, Ameritech noticed about a 25% increase in the number of calls made from
Wisconsin after the NFC Championship and Super Bowl XX X1 involving the Green Bay Packers.
For 1998, Ameritech made sure that the network was ready just in case the Packers won Super
Bowl XXXII [23], but the Packers |ost.

5.4 Availability

Availability of the PSTN is of the utmost concern for the phone companies and their customers.
Bellcore's availability requirement is 99.93%. But the PSTN averaged over 99.999% availability
in the early 1990's. Thiswas attributed to reliable software, dynamic rerouting, loose coupling,

and human intervention [14].
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5.4.1 Kuhn's results

Many studieshavebeen doneabout thereliability of the PSTN. 1n 1997, D. Richard Kuhn published
the findings from his study of the PSTN from April 1992 to March 1994 [14]. Thefollowing table
(Table 3) shows his results.

Customer

Category and
Source

# of outages

Avg. # of
customers
affected

Avg. outage
duration
(minutes)

Minutes
(millions)

Human Error - 64 143.9

Company

193,240 2,160.1

Human Error - 73 360.1

Other
Acts of Nature 32

Hardware Fail- 56
ures

Software Fail - 57
ures

Overloads

Vandalism

83,936 2,415.8

159,000
95,690

828.2
159.8

3,124.0
1,210.8

118,130 130.2 944.7

276,760
85,930
Table 3: Failuresin the PSTN

1,123.7
456.0

Kuhn defined the categories as the following:

Human error - company: errors made by telephone company personnel

Human error - other: errors made by people other than telephone company personnel

Acts of nature: major and minor natural events and disasters

Har dwar e failur es: hardware component failures

Softwar e failures: internal errors in the software (it should be noted that the software
versions (mismatches) error was reclassified as a software failure and not as a human
error - company for this paper)

Overloads:. situation where demand exceeds supply

Vandalism: sabotage or any other intentional damage

The following pie charts (Figures 5 and 6) represent this same data.
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Vandalism Human error -
1% company
13%

Human error -

others
14%
Overloads
0,
4% Hardware
failures
7%
Software
Acts of Nature failures

3%

18%

Figure5. Outages by Category

A-14



The Public Switched Telephone Network Topicsin Survivable Systems

Vandalism
1%

Overloads
6%

Human error -
company
21%

Actsof Nature
11%

Software
failures
19%

Human error -
others
24%

Hardware
failures
18%

Figure 6. Downtime Percentagesin Customer Minutes

5.4.2 Snow's results

Andrew Paul Snow received his Ph.D. from the University of Pittsburghin 1997. Hisdissertation,
A Reliability Assessment of the Public Switched Telephone Infrastructure, analyzed the PSTN in
great detail. Some of hismore general resultswill be presented in this section (Tables 4, 5, 6, 7, 8,
9, and 10, and Figure 7) [22].
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5.4.2.1 Fault Allocation

Carrier Segment Faults Per centage

Major Local Exchange 531

Top 3 Interexchange 148

Competitive Access Provider/ 59
Other

Total

Table 4: Fault Allocation

5.4.2.2 Fault Category Allocation

NRSC Category Failures Per centage

Facility 364 49.3
Loca Switch 119 16.1
CCS- Loca 71 9.6
Tandem Switch 69 9.3
Central Office (CO) Bulk Power 50 6.8
CCS- Net 21 2.8
Natural Disaster 16 2.2
Natural Disaster - Local 11 1.5
Overload 9 1.2
Other 8 11

Facility

Switching

All Other

CCS (Common Channel Signaling)
Total

Table 5: Fault Category Allocation
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The NRSC isthe Network Reliability Steering Committee that defines the fault categories as:

L ocal Switch: thefailure of any element of alocal switch that renders the switch or major
portions of it unusable to subscribers

CCS- Local: thefailure of any element of alocal switch that isolates the switch from the
CCS network

Natural Disaster - Local: asingle local switch failure induced by a natural disaster

Facility: inter-switch transmission failure

CCS- Network: the failure of a CCS network due to causes other than local switch CCS
isolation

Overload: anetwork traffic condition that resultsin blocked cells

CO Bulk Power: the failure of external or service provided backup CO power

Natural Disaster: afailure induced by an act of god and not preventable

Tandem Switch: the failure of any element of atandem switch that renders the switch or
major portions of the switch unusable to the network and/or the subscribers

Other: failures not covered by the other categories such as water leakages and internal
building environment

5.4.2.3 PSTN Fault Deter minant I nvolvement

Fault Deter minant # of Times Involved Per centage

Cable Cuts 262 28.6
Hardware Problems 204 22.2
Human Error 142 155
Software Problems 107 11.7
Power Failure 65 7.1
SS7 Signaling Problems 47 51
Weather 42 4.6
Natural Disaster 29 3.2
Traffic Overload 19 2.1
Total 100.0
Table 6: PSTN Fault Deter minant I nvolvement

5.4.2.4 Regional Fault Allocation

The telephone companies have long claimed that the faults in the system are geographically
independent. However, the faults per million population differences shown in the next table were
found to be statistically significant, which contradicts the tel ephone companies claims of

geographical independence.
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Composition Per centage

CT, ME, MA,NH, RI, VT 4.3
NJ, NY 7.1
DC, DE, MD, PA, VA, WV 1.7

AL, FL, GA,KY, MS NC, SC, 16.4
TN

IL, IN, MI, MN, OH, WI 15.7
AR, LA, NM, OK, TX 17.5
A, KS, MO, NE 6.1
CO, MT, ND, SD, UT, WY 5.0
AZ, CA, NV
ID, OR, WA
AK, HI
Puerto Rico
All

Table 7: Regional Fault Allocation
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54.25Time

2000-2359 0000-0359
9% 12%

1600-1959
14%

0400-0759
15%

1200-1559
20%

0800-1159
30%

Figure 7. Fault Allocation Time
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5.4.2.6 Number of Affected Lines

# of Lines Affected Faults Per centage

<50K 331 44.9
>50K and < 100 K 236 32.0
> 100K 171 231
Total 738 100.0

Table 8: Failure Size

5.4.2.7 Local Switches

Description Per centage

Scheduled 54.4
Procedural Error (Telco install./maint.) 35

Procedural Error (Telco non-install./non- 21
maint.)

Procedural Error (System vendor) 1.6
Procedural Error (Other vendor) 1.3

Software Design 8.6
Hardware Design 1.2
Hardware Failure 10.1
Actsof god 21
Traffic Overload 0.2

Environmental 04
External Power Failure 0.5
Massive Line Outage, Cable Cut, Other 0.5

Remote - loss of facilities between host/ 1.2
remote

Other/unknown

Total
Table 9: Local Switch Outage and Failure Cause Distribution
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Failure Category Per centage

Human Error 18.5
6,7 Design Error 21.6
8 Hardware 22.2

9,10,11, External 11.1
12,13,14 | Circumstances

15 Other/Unknown 26.6
Totd 100.0
Table 10: Local Switch Failure Cause Distribution

5.4.2.8 Long Distance

The long distance companies are always in fierce competition with each other. However, they do
not provide the samereliability of service. MCl and AT& T each account for about 8% of the total
FCC reportablefailures, while Sprint only accounts for about 5%. But on afailure per toll minute
basis, AT& T wasfivetimes more reliable than MCI and eight times more reliable than Sprint over

afour-year period in the early 1990s.

54.3AT&T

The AT&T network consists of 135 4ESS Switches that can each handle over amillion calls an
hour. Each call isrouted among the most efficient of 134 possibleroutes[17]. The AT& T network
handles more than 230 million calls on an average businessday. In 1996, AT& T handled more
than 68 billion calls with 99.99% going through on the first attempt [18].

5.4.3.1 Network Redundancy

AT&T believesthat redundancy isthe best way to avoid network problems. Each 4ESS switch has
dual processors. The Signal Transfer Points (STPs) consist of apair of AT& T 3B computers, STPs
are used to route network inquiries over the signaling network. Network Control Points (NCPs),
the customer database for advanced services, has dual processorsaswell asabackup NCP. Digital

Interface Frames (DIFs) provide accessto and from the 4ESS switchesto processcalls. Spare DIFs
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are maintained in case of afailure. Power relies on the commercial power company, but battery

and generator backups are available in the event of acommercial power outage [1].

5.4.3.2 Real Time Network Routing

AT&T has patented a Real Time Network Routing (RTNR) system that causes the 4ESS switches
to communicate with one another every five to ten seconds to determine the most efficient routes.

Every switch knows the status of every other switch. Asan example, RTNR will route callsin the
morning on the East Coast through the still sleeping West Coast to avoid the congestion on the east
coast. Asthe day progresses, thistrend is reversed as the East Coast becomes less busy with the
end of the work day while the West Coast is still hard at work [21].

5.4.3.3 FASTAR

AT&T hasthe FASTAR (FAST Automatic Restoration) system to provide automated restoration
services. FASTAR isfully automated and is designed to restore traffic in less than five minutes
[1]. In 1995 in Alabama, a cable cut disrupted service to 82,000 circuits. The FASTAR system
was able to restore full service in lessthan one minute. The San Francisco Bay Area also
experienced a cable cut that day with service being disrupted to over 120,000 circuits. Of those
120,000 circuits, 97% had service restored to them in less than one minute [17].

5.4.3.4 Worldwide Intelligent Network

AT&T hasasimilar network structure around the world. Their reliability and availability allow
them to competitively offer guarantees that al outgoing calls, incoming toll-free calls, domestic
faxes, international faxes, and long distance cellular callswill al get through. The Data
Communications User Survey gave AT& T the highest ratings for network reliability [2].

6. Future

Telecommunicationsis changing quickly. However, the PSTN has not become obsol ete but rather
apartner inthetelecommunicationsindustry. Each of these servicescould warrant their own paper,

so thiswill bejust a brief overview of the technologies involved.
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6.1 Wirdess/Cdlular

6.1.1 General

Cellular phones can be divided into two groups. analog and digital. Up until now, analog has been
the dominant choice, but thisis starting to change with the additional capabilities of the digital
service. Instead of one large base station, cellular phones systems are divided into many small
areascalled "cells'. Themain reason for using cellsisfrequency reuse. Thisincreases efficiency
of channel use, which allows more calls in the system. The Mobile Telephone Switching Office
(MTSO) handlesconnectionsbetween thecellular network andthe PSTN. TheMTSO also controls
the cell sites and manages all of the phones viaa control channel [12]. The mobile units can tune
to any of the 832 FM channels in the 800-900 MHz range [16].

6.1.2 UltraPhone

A company call InterDigital hasdevel oped anew wirelesssystem called UltraPhone. 1t can support
upto 95full-duplex voicecircuitsper 1.2 MHz of spectrum (over 9.5 timesasmuch asthetraditional
cellular). Thesystemisbased ontheconcept referred to astheRadio Carrier Serving Area(RCSA).
A RCSA canincludeal areawithin a60 kmradius. The system is composed of two sub-systems:
a Central Office Terminal (COT) and a Radio Carrier Station (RSC). The UltraPhone system
interconnects with the PSTN at the central office [25].

6.2 ISDN

ISDN (Integrated ServicesDigital Network) originally emerged asaviabletechnology inthe 1980s.
However, limited coverage, high tariffs, alack of standards, and alack of demand all kept it from
emerging from obscurity to prominence. Although it caught on faster in Europe, the Internet and
the increasing demand for bandwidth have brought it to the forefront recently. 1SDN isessentially
adigital phone call capable of simultaneously carrying voice and data over existing twisted-pair
phone cabling systems. Many of the telecommunications companies have switched to the fully
digital network, but the conversion of thelocal loop has been slow. Itistheincreasein the number
of local loops supporting ISDN that have made it grow [6]. Despite its growing popularity, the
ISDN industry still suffersto some degree (but lessthan before) from tariffs. In 1996, the Maryland
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Public Service Commission had a complaint filed by the Consumer Project on Technology against
Bell Atlantic contesting Bell Atlantic's ISDN tariff [5]. (See Table 11.)

Benefit Description

Integration of Multiple Services ISDN can handleaice, data, image, video, and soufpd
over the same link

Higher Speed ISDN delivers up to 128 Kbps uncompressed (512
Kbps compressed using 4:1)

More Cost Efiective ISDN may be cheaper than PSTN on a cost per MB
basis when you consider the cost ofihg a \ice,
data, anddx line

Same WWing Infrastructure ISDN uses the same local loop wiring with the
installation of a netark termination unit (NT1) at th¢
remote cliens site

Simultaneous dice and Data ISDN has this, PSTN does not

Up to 8 deices on a single ISDN The number of deces depends on the support of te
circuit switch at the central bite

Use of Existing Analog Daces Existing analog deces can be used along with digitgl
devices

On-Demand-BRy-As-You-Use Service May be cheaper than leased-line services

More Accuray Lower error rate for data transmission

Table 11: Benefits of ISDN wer PSTN

6.3 ADSL

ADSL (Asymmetric Digital Subscriber Line) follows on the heels of HDSL (High Data Rate Digital
Subscriber Line). As the name implies, the data transmission rates downstream (to the end user)
and upstream are not the same. Because of the twisted-pair wiring needed to avoid signal coupling,
symmetric transmission would significantly limit the data rate that a line could attain. This is the
reason for using asymmetric transmission. Also, the PSTN system usually has many more
connections coming out of a central office than between the central office and the end subscriber.
However, this is not a major problem because most of the target applications have a large need for
high data rates downstream but not upstream (see Table 12). These applications include video-on-
demand, home shopping, Internet access, remote LAN access, multimedia access, and other

specialized PC services [6].
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Distance Data Rate (downstream)

Upto 18,000 feet | 1.544 Mbps (T1)
16,000 feet 2.048 Mbps (E1)
12,000 feet 6.312 Mbps (DS2)
9,000 feet 8.448 Mbps

Table 12: ADSL Downstream Capacity Depends on Distance

6.4 Cable modems

The PSTN isnot the only path to the Internet. The cable industry istrying to compete with ADSL
using cable modems. Cable modems are capable of up to 10 Mbps. The cables themselves are

capable of up to 27 Mbps, but, unlike ADSL, this must be shared between the subscribers. Unlike
the phone systems, cable modems will not require adial-up or login process since the serviceswill

be continuously available. They will be essentially configured aswide area networks (WANS) [6].

Unlike the PSTN, the cable network was not originally designed to be a switched network. This
causes two problems. First, cable was designed for unidirectional broadcast, so travel in the other
directionisusually noisy. Second, as aready mentioned, bandwidth must be shared among users,
just asitison alocal areanetwork (LAN) [6].

6.5 Internet

ThelInternet hasthe capability to connect withthe PSTN to support long distancecalling. Vocal Tec
Communi cations has devel oped some next generation Internet Phone I P telephony software to

accomplish thistask. The following diagram (Figure 8) explains the basics of how it works[11].

Intermet Phone Call
Inbamet Intemat

Telephony Gateway
Phone g Qperator
ol | - —_ u! ---D
BRI T L PSTH
FaE——

Figure 8. Internet Call Routing
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6.6 Satellite

While cellular isideal for urban areas, it is not as practical for very remote or rural areas. Itisin
this case that satellites can be of use. Many communications companies have formed aconsortium
to work on a project called Iridium that will allow customersto call anywhere around the world
using handheld wireless telephones. The system is composed of sixty-six low Earth orbiting
satellites (LEOS). Thelow orbit allows the system to useless power and have less delay than with
geosynchronous satellites (round-trip delay of about 540 ms) [16].

6.7 Comparisons

Speed (Upstream/
Downstream)

Availability

Now? Pros and Cons

Best Application

1200 to 56 KBPS
(U&D)

128 Kbps (U&D)

Remote access
from customers

Yes Widest availability;

low speed
High speed, low

Mostly Yes | Internet and vid-

eoconference

error rate; relative
high costs

1.54to 6 Mbps/
64 to 640 Kbps

Limited

I nternet

No new cabling
required

10to 40 Mbps/
28 Kbpsto 15
Mbps

Somewhat

Consumers and
telecommuters,
corporate LANs

Limited cable not
suited for video
conferencing

400 Kbpsto 30
Mbps/ 28 Kbps

Video broadcast

Limited
interactivity

Table 13: Comparisons

7. Conclusions

The PSTN has come along way since Alexander Graham Bell'sfirst patent in 1876. Although
incidents and failures of the network are well documented, they are relatively uncommon. The
PSTN'savailability isover 99.999% and seemingly getting better with modern network surveillance
and dynamic reconfiguration capabilities. However, the PSTN must maintain its high level of
service while at the same time undergoing changesin its structure. The other threat to the PSTN
isthe growth of competitorsin the telecommunications/information industry. However, with the

PSTN's tradition of excellence and the ability to continue to upgrade its infrastructure to better
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technologies, the PSTN will remainavital, strong infrastructurein North Americaaswell asaround

the world for many yearsto come.
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An Analysis of Non-Security Failures of the Electric,
Phone, and Air Traffic Control Systems

Sean McCulloch

1. Introduction

The critical infrastructure applications of the United States need to be made to survive many
different adverse conditions. Some of these conditions are security issues- what happens if someone
tries to break a system maliciously? Much more frequently, however, failures of infrastructure
systems are due to non-malicious means. Usually these involve the weather, or human error, or
bad system design. It is important that we analyze these types of failures of the system, both so
that we can see what effects an outage has on the customers of a given service, but also to see if
any existing problems can be fixed, making our system more reliable. The three systems to be

analyzed are the Electric system, the Phone system, and the Air Traffic Control system.

Regrettably, it is difficult to find reliable information about failures of the infrastructure. It seems
that people are reluctant to advertise when critical systems go wrong for some reason. However,
the government does require some failures of some infrastructures to be reported, and then that
information is made public. This is where the bulk of information was obtained. It was a conscious
decision to use only that information, and also to ignore information from other sources, whose
reliability could not be proven. This includes failures posted to places like comp.risks, and the like,
and also includes lists of infrastructure failures produced by private organizations, where the

validity of the lists could not be checked.

2. The Telecommunications I ndustry

In the telecommunications industry, the Federal Communications Commission (FCC) requires that
phone companies report outages of at least thirty minutes that affected at least 30,000 customers.
In addition, the phone companies were required to report any outages that affected “critical” systems

(airports, 911, military installations, etc.). The Network Reliability Steering Committee was created
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to analyze the data reported in this way. Each year they produce an Annual Report that discusses
the type and severity of outages in the past year. The 1997 Annual Report [5] is the most recent,

and it also discusses how the most recent outages relate to the outages of previous years.

One of the main difficulties in reading the Annual Report is that it measures the severity of outages
using a metric called the “Outage Index”, that has no explained derivation. The NRSC says that
the index is dependent upon the number of customers affected, the time the outage began, the
duration of the outage, and the severity of the services affected. It is not an intuitive measure,

however, and they admit as much.

The Outage Index is used to measure the severity of each outage, and to measure the aggregate
severity of a period of time. These severity numbers are then placed in either the “Green”
(acceptable) range, the “Yellow” (warning) range, or the “Red” (immediate action required) range.

The severity numbers for 1997 are all well within the Green range.

The Annual Report also categorizes outages by type of outage. They define several types of outages:

Facility outages are outages that happen because the wires themselves break.
Common Channel Signaling (CCS) outages arise from faults in the signaling system.
Local Switch outages happen on the local switches.

Tandem Switch outages happen on the bigger switches that connect networks.
Central Office Power (CO Power) result from power outages at the central office
Natural Disaster outages result from the weather.

The following table shows the number of outages of each type in 1997:

Facility CCS Local Tandem  CO Power Natural Other
Switch Switch Disaster
85 11 37 21 13 0 3

Facility outages are by far the most common, accounting for about 50% of all outages. Since these
are failures of the lines themselves, many of these outages are actually caused by private citizens
doing excavation, and digging up the phone lines. The next highest outages, after facility outages,

are switch failures.
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The Annual Report also measures the duration of outages in minutes, as compared with previous

years.
Percentage  Basdline Year 1 Year 2 Year 3 Year 4
Y ear

95t 931 899 959 1113 791
750 307 400 342 362 248
Median 133 148 171 194 156
250 57 70 83 97 63

5t 46 36 39 35 35

The“years’ for thistable vary from July of one year, to July of the next, so Year 4 isfrom July 1
1996 to June 20, 1997.

Thistable shows us that the time for the longest outages in the most recent year are the smallest of
any recorded year. It also shows that over 95% of the outages are significantly longer (by at least
5 minutes) than the minimum outage duration required by the FCC. What thismeansisthat if there

IS an outage serious enough to require reporting, it is usually going to last for along time.

The Annual Report is not the only job of the NRSC. They also look at the causes of outages, and
potential causes of future outages. One document that discussesfuture outagesistheInternet Study
Team Report [6]. This report analyzes the growth of the Internet, and the effects it will have on

the Telecommunications system in the future.

Thefirst conclusion drawn from the study isthat | nternet accessisredefining the“busy hour”, when
telephone usage is at its peak. When before, there were many business calls during the business
day, now there are many Internet calls being made at night. They also note that while most voice
calls are short (about 2-3 minutes on average), the average Internet call lasts 4-7 times as long.
Also, they note that the times of peak usage for Internet callsis also the times of peak usage for
911 calls, so there is some concern that there will be congestion on the 911 lines. The report also

goes into some technical suggestions of how to solve these issues.
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3. TheElectric Infrastructure

In contrast to the telecommunications system, the Electric system has outages much more
frequently, at least over small areas. Asaresult, the Department of Energy (DOE) requires outages
to be reported only if they affect over 50,000 people for over 3 hoursin most cases, or less severe
outages of specific systems for shorter periods of time. These reports contain the duration of the
outage, the number of customersaffected, and thereason for the outage (if known). The DOE sends
these reports to the North American Reliability Council (NERC), agroup of electric companies
across the country, overseen by the DOE. A part of NERC is the Disturbances Analysis Working
Group (DAWG), which contains a database of these reports[7].

From 1990 to the present, the DAWG Database had 152 outagesin it with “complete” information.
“Complete” meansthat the outage had a start time and a time when the repairs were finished, and
it mentions the number of customers affected, or had some explanation as to why no customers

were affected. Most also had areason for the outage as well.

The DOE requires that outages (“Blackouts’), load reductions (* Brownouts’), and cases where
power was transferred in from another generating facility, to be reported. This means that some
analysisof the datawas needed to determinewhich of thereported outageswere actually blackouts,
and which merely resulted in areduction inload for customers, and which were handled by backup
systems, resulting no change in service for the customer at all. Of the 152 outages, 86 (56.6%)
resulted in no actual power interruption to the customer. Thisisasign that whilewe all know that

the power system has many outages, there are in reality much less than there could be.

Of the 66 outages that did cause blackout, they were caused by many different factors:

Reason Weather Hardware  Sabotage Human Error Overload  Nature
Failure

# of Outages 33 17 4 6 3 3

Avg. #of customers 380,000 276,000 107,500 79,000 253 Mill. 81,000

Avg. Duration 295days 2.28hours 525min 3.33 hours 2 hours 1.5 days
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The different categories of outages are:

Weather- Any abnormal weather condition (usually rain or snow, but 2 outages are due to
hurricanes) that causes an outage.

HardwareFailure- Any failure of the equipment anywhere in the system to do what it was supposed
to do.

Sabotage- Any deliberate, malicious human action.

Human Error- An accidental mistake by a human, working for the power companies.

Overload- An outage caused by a component of the system taking more load than it was designed
for.

Nature- An outage caused by a non-weather-related natural incident (such as a fire, or a tree falling
on a line).

The first thing to realize about the chart is that the statistics for “Overload” are skewed by a situation
On August 10, 1996, where a couple of lines going down on the West Coast caused a cascading
overload that took out about 7.5 Million People. Since the report didn’'t say when the power came

back on for those people, the average duration of 2 hours is only for the other two events.

From the table, we see that more than half of the outages are caused by Weather and Nature, two
things that cannot be controlled. It can be argued that the goal of a survivable system is to make
as many of the outages as possible due to only these causes (since nothing can be done if a tornado
destroys a generating station, for instance). The next goal would be to minimize the number and
impact of the remaining outages. By this metric, the power system is doing well, better than the

telecommunications system. Of course, outages of the power system are still far more frequent.

4. TheAir Traffic Control System

The third infrastructure area being analyzed, the Air Traffic Control system, is slightly different
from the other two. This is because the Federal Aviation Administration (FAA) requires that every
accident be reported, no matter what the cause. These reports take several years to complete, so
there are only 28 incidents involving major aircraft from 1990-1996 that have complete reports [3].
Of these 28 accidents, only three were caused by problems with the Air Traffic Control System.
Two were caused by errors by the Air Traffic Control Operator, and one was caused by the Air
Traffic Control Procedure not covering a certain situation. The most recent of these was February

of 1991. None of these were caused by failures of the computers in the Air Traffic Control System.
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By way of comparison, there were 12 incidents caused by pilot error, 7 caused by the malfunction

of the plane, 3 by adverse weather, and 2 by hijacking.

Incidents with smaller aircraft were much more frequent [4]. There were 60 incidents in 1997 alone
that resulted in fatalities, but none of them had anything to do with failures in the Air Traffic Control
System. Of those whose cause could be determined, 39 were due to pilot error, 9 were due to plane

defects, and 11 were due to the weather.

5. Two Examplesof Large Failures

In addition to looking at general statistics for the various outages of the different infrastructures, it
is also instructive to look at specific large failures of the infrastructure, to see why they happened,
and whether anything has changed to prevent them from happening again. Two such failures in
particular are worth noting- the East Coast Blackout of 1965, and the AT&T failure of 1990.

On November 9, 1965, a blackout occurred in the Northeastern US, blacking out 30 million people
for as long as 13 hours [2]. The cause of this blackout was a single transmission line overflowing,
which caused its load to be redistributed to other lines, causing them to overflow. This chain

reaction quickly overloaded many lines, causing each generating station to become isolated from
the network. Within five minutes, each of the islands became imbalanced, because it wasn't getting

the input it was expecting, and overloaded.

As a result of this accident, the NERC, and other agencies were created to analyze the system to
find the cause and prevent a similar situation from happening again. One way the system was

changed was to add more redundancy to the system, which means that if one line fails, there are
many more lines to share the excess load. Thus, now we have very few outages due to overload

(as the previous analysis of the DAWG database shows).

The AT&T outage differs from the Blackout in that it was caused by a problem in software, not in
hardware [1]. A bug in the software of the switching system was introduced that had the effect of
causing the switch to be unable to handle two messages from another switch in rapid succession.
When one switch crashed because of this bug, its backup came online, with the same faulty code,

and also crashed. The messages that were sent from the crashing switches were received by other
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switches, which could not handle them and crashed. This quickly led to the entire system going
down for 9 hours, causing AT&T to lose $60 million in calls, and other businesses losing untold

millionsin lost revenue.

The bug was caused by a break being placed in the wrong place in a switch statement. It wasa
simple one-linefix. Asaresult of this outage, we have a better understanding of the seriousness

that softwarebugscan cause. Of course, thereisstill no good way to assurethat softwareisbug-free.

6. Conclusion

While there have been many outagesin some critical infrastructure applications, and some serious
ones, in the normal case, the applications perform fairly well. We see that the phone system is
getting better every year, the power system can avoid more than 50% of all potential blackouts, and
the Air Traffic Control system hasyet to fail and cause afatality. However, we also realize that
thisis still only the normal case. The examples of the 1965 Blackout and the AT& T failure show
that the system still isvery vulnerable, and that software bugs or bad hardware design can cripple
theinfrastructure. Also, thereisno datafor an explicit, malicious attack meant to take down an
infrastructure. Even the caseslisted as“ sabotage” before were very small scale. We must prepare
these systems to be able to withstand such assaults, or eventually, surely someone will exploit the

vulnerabilities.
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Major Security Attackson Critical Infrastructure
Systems

Matthew C. Elder

1. Introduction

This paper presents a catalogue, or historical review, of major security attacks on critical
infrastructure systems. The details of these security attacks, to the extent that they are public

knowledge, will be presented, including when, what, where, who, and with what effect.

The first question to consider is what constitutes a security attack? A system is considered secure
if its resources are utilized and accessed as intended under all circumstances [27]. Given this
definition, a security attack would be an attempt to utilize or access system resources in an
unintended manner. More detail would then be required specifying intended usage of systems in
order to utilize this definition practically. Alternatively, a security attack could be defined in terms
of security violations and security policies. A security violation is “a violation of a system’s security
policy,” where the security policy defines appropriate behavior regarding the system and its
information [1]. Examples of security policies include defining intrusion and misuse - which users
are permitted within a system and considered authorized to perform given operations. A “security
attack” is then defined as any attempt to perpetrate a security violation. Of course, the security
attacks that succeed in causing a security violation are the most interesting in the context of this

work.

Security attacks and violations have varying degrees of “seriousness”; that is, the impact of the
security attacks range from minimal to catastrophic. This work deals with “major” security attacks
on the critical infrastructure; the second question to consider then is what constitutes a “major”
security attack? Given that the purpose of critical infrastructure systems is to provide services upon
which society depends [23], a “major” security attack would be one that could impair the critical

infrastructure system'’s ability to provide its critical functionality or services. The extent of misuse
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or disruption providing critical services (or the extent of damage to the system) distinguishes

“maor” security attacks from others.

The third question to consider iswhat is considered the infrastructure? There have been many
reports recently exploring this nation’ s dependence on proper information System operation,
including the Presidential Commission for Critical Infrastructure Protection’s report [23] and the
Defense Science Board report [5]. The critical infrastructure is defined as those systems and

applications upon which the society depends for normal functioning or operation.

The national security of the United Statesisincreasingly dependent on U.S. and international
infrastructures. Previously, national security was dependent primarily on just the services the
military provided. Now, military services are dependent on economic and political interests.
Society requires large amounts of infrastructure, such asinformation, financial, and power
infrastructure, to function normally, and these infrastructures are highly interdependent. Itisclear

that economic and security interests have become inseparable [5].

The PCCIP determined five categories for the critical infrastructure systems:

. Telecommunications: Information and Communications (PSTN, Internet, computers)
. Banking and Finance
. Energy (Electrical Power, Oil and Gas Production and Storage)

. Transportation/Physical Distribution
. Vital Human Services (Water Supply; Government Services: Social Security, records
management, and other programs; Emergency Services: police, fire, rescue, EMS)

Those domains cited and explored in the PCCIP report will be taken to constitute the critical
infrastructure. In particular, the domains of the critical infrastructure explored in thiswork are

decomposed into the following categories:

. Military services

. Government services
. Emergency services
. Water

. Power

. Gas and Oil Production and Storage
. Air Traffic Control
. Rail Transportation
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. Telecommunications
. Banking and Finance

Having outlined the original scope of thiswork in the preceding paragraphs, it should be stated that
incidentsnot falling strictly into the above categories areincluded and outlined in thiswork aswell.
Primarily, all security attacks against the critical infrastructure are examined. There are various
reasonswhy all security attacksagainst theinfrastructureare, in somesense, “major.” For example,
regardlessof theextent of actual disruptionthe security attack might cause, any attack onthecritical
infrastructure of society undermines public confidence and trust. In other words, the implications
of asecurity attack are, in someways, sometimes, asimportant asthe actual consequences. Proper
functioning of society restsin part on the public’s confidence in the systems upon which society
depends, in addition to the actual functioning of those systems. In addition, security attacks on the
infrastructure lead to additional exposure of those systems to attacks (i.e. publicized successful

penetrations might make these systems more of atarget for attack).

An additional extension to the original scope of this work regards what is considered the critical
infrastructure. The PCCIP report focuses on the dependence of the United States on the
aforementioned application domains; this report considers security incidents pertaining to these

application domains worldwide.

The structure of thiswork is the following: the next section outlines the major security attacks
against the critical infrastructure. That section is organized according to application domain, and
incidents within an application domain are presented chronologically. The following section of
thiswork provides some analysis of the incidents as awhole, including information on how the
data was obtained, trends, and general observations. The final section of the report presents

conclusions. Finally, abibliography of sourcesis given.

2. Security Incidents

The security attacks presented are organized according to the area of the infrastructure that was
under attack. In each application domain, an outline of attacksis given first and then the major

attacks will be presented in their own subsections.
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2.1 Military Services

Themilitary servicesareacommon target for security attacks. Thereare many reportsthat confirm
this observation. One Pentagon study, reported on in October, 1997, disclosed that over 250
Defense Department computer systems were broken into in 1996 [22]. These Pentagon estimates
wereusedinaGAO study of computer attacks against the Department of Defense, released in May,
1996 [32], [33]. The GAO report stated that unauthorized attempts to enter Defense computer
systems might have reached 250,000 in 1995. That document also reported that only onein every
150 attacksisdetected and reported, and 65% of internal, tiger team attacks against itsown Defense

systems are successful.

A more recent military exercise conducted in June 1997 was reported on in April, 1998 [25]. A
tiger team of fifty National Security Agency (NSA) hackerstried to penetrate U.S. military and
civilian networks. The cyber war game, code-named “Eligible Receiver,” demonstrated the
vulnerability of computer systemsto security attacks. The hackersgained accessto many computer
systemsnationwide, including the U.S. Pacific CommandinHawaii, responsiblefor 100,000 troops

in Asia. The FBI tracked only one unit posing as North Korean hackers.

Many incidents of security attacks against military computers reported in the press are security
attacks on Web pages. On December 30, 1996, the Air Force had its Web page hacked, replacing
the normal page of aviation statisticswith apornographic picture[4], [15], [18]. TheU.S. military
shut down accessto over eighty of their sitesinresponse. No classified information was accessible
from the Web sitesthough. The Pentagon’sU.S. Army Artificial Intelligence Center’s Web page
was hacked by “Chameleon” on October 4, 1997. Finaly, both the U.S. Army and the U.S. Navy
had sites hacked by the “No|D Crew” on March 8, 1998 and March 9, 1998, respectively [21].

Other security incidentsincludethe Defense Newsmagazinereporting that the U.S. Army inBosnia
was dealing with many computer virus infections, including those by the Monkey, AntiEXE, and
Prank Macro viruses [15]. In addition, Anderson Air Force Base in Guam was broken into by a
15-year-old Croatian hacker using hacking tools available on the Internet in February, 1997 [16].
Theattack wasdetected and nofileswereaccessed. The GA O report presented afew moreincidents
of attacks against the military, including hackersfrom the Netherlands penetrating 34 defense sites
in 1990 and 1991 [33].
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The remainder of this section describes in detail more serious attacks against military systems.

Rome Laboratories Air Force Base: March-April, 1994 [15], [16], [32]

Thefirst major successful security attack that isdocumented occurred in March and April of 1994.
A 16-year-old teenager in the United Kingdom, Richard Pryce, known as “ Datastream Cowboy,”
brokeinto the Air Force command and control research facility, Rome Laboratories, in New Y ork.
A second hacker, “Kuji,” also penetrated the computer systems. Therewere over 150 incidents of
the hackers using Trojan horse programs and sniffersto gain access to the lab’s systems. The
hackerstook control of thelab’ snetwork, disabling all 33 subnetworksfor several days. Inaddition,
sensitiveair tasking order research datawas stolen and additional military, government, and civilian
systemswere accessed illegally from Rome L aboratories. Among those other sites penetrated were
NASA Goddard Flight Center, Wright-Patterson Air Force Base, GriffissAir Base, and aL ockheed

computer network in California.

Pryce was charged in May 1996 and convicted in March 1997. Hewas fined $1915. The second
hacker, “Kuji,” wasnever caught. No oneknowswhat happened withthestolendata. Itisestimated
that the cost to detect and recover from the attacks at Rome Labs was over half amillion dollars.

This does not take into account the value of the data or the cost of the attacks at other sites.

Pentagon: February, 1998 [2], [12], [19], [20]

Pentagon computers were attacked and successfully penetrated for atwo-week period in February
1998. Two Cloverdale, CA teenagers, an 18-year-old Israeli master hacker, and two other Isragli

teenswereresponsiblefor the attacks on non-classified Pentagon computers and other government-
related networks. At thetime, the Deputy Defense Secretary characterized the events as“the most
organized and systematic attack the Pentagon has seen to date.”

Theattacksincluded attemptsto set up electronic “trap doors’ in software systemsin order to obtain

information illegally. 1t does not appear, however, that much damage was done or much sensitive

information was obtained.
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The alleged mastermind behind the attacks was 18-year-old Ehud Tenenbaum, known as
“Anayzer.” All three Israglis were placed under house arrest on March 18, 1998. The two

Californiateens had their homes and computers searched by the FBI.

Tenenbaum is a member of the computer group, the Enforcers. In retaliation for the house arrest
of Tenenbaum, the Enforcers perpetrated aweek-long assault on I nternet Web pages during March
1998.

Navy and NASA: March, 1998 [9], [35], [36]

OnMarch 4, 1998, unknown hackersexecuted adenial-of -service attack on thousands of computers
at Navy installations, NASA centers, and various universities. Computers running Windows NT
and Windows 95 were crashed using the attack called“New Tear,” “Bonk,” or “Boink.” The attack
exploits vulnerabilities in the Microsoft implementation of the TCP/IP stack to crash computers

that must then be rebooted to fix the problem. No further damage is caused by the attack.

Navy computersat Point Loma, CA, Charleston, SC, and Norfolk, VA were crashed, among others.
Nine of theten NASA magjor field offices were attacked; the NASA sites reporting the attack were
the following: NASA Headquarters (Washington, D.C.), Ames Research Center (California),
Dryden Flight Research Center (California), Goddard Space Flight Center (Maryland), | ndependent
Validation and Verification Facility (West Virginia), Jet Propulsion Laboratory (California),
Kennedy Space Center (Florida), Langley Research Center (Virginia), Lewis Research Center
(Ohio), Marshall Flight Center (Alabama), Moffett Federal Airfield (California), Stennis Space
Center (Mississippi), Wallops Flight Facility (Virginia), and White Sands Test Facility (New
Mexico). The extent of the attacks at the various sites, however, was unclear: at NASA Ames

Research Center, for example, only 50 of the 3,000 computers were affected.

After the attacks, Microsoft posted an update pointing to the patches fixing the problem proposed
in January 1998. The attack utilized afragmented UDP network packet to crash the system.
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Defense I nformation Systems Agency: April, 1998 [10], [12]

In possibly the most major successful security attack to date, reported on April 21, 1998, a hacking
group called the Masters of Downloading (MOD) claim to have stolen a suite of programsthat run
classified U.S. military networks and satellites. The software, the Defense Information Systems

Network (DISN) Equipment Manager (DEM), was allegedly stolen from the Defense Information
Systems Agency. The DISN isdescribed as the tel ecommunications backbone of the U.S. military.

MOD released a statement claiming to have stolen the software, detailing its capabilities, and
providing images of the software’ s user interface screens. A copy of the software was made
availableto John Vranesevich of AntiOnline, acomputer security site, who verified itsauthenticity.
TheDEM softwareremotely monitorsand managesmilitary computer-rel ated equipment, primarily
network devices including routers, repeaters, and switches. The software can control military
communications networks and monitor GPS satellites and receivers. The software cannot control
the GPS satellites, but it can be used to pinpoint their exact locations. Allegedly, the stolen DEM

software could be used to shut down the entire Defense Information Systems Network.

MOD isagroup of fifteen hackers worldwide, including eight Americans, five Britons, and two
Russians. A MOD member conducted two interviews with Vranesevich in mid-April. The group
claims to have stolen the software in October 1997, from a Windows NT server. They state that
they have no hostile intentions regarding usage of the software, but thirty individuals have copies

of the software worldwide.

2.2 Government Services

The most common form of attack against government computersisthe hacking of Web pages. The
Justice Department’ s Web page was hacked on August 24, 1996 in protest of the Communications
Decency Act[15]. On September 19, 1996, the CIA’ shome page was attacked by Swedish hackers
of the group “Power Through Resistance’ in protest of telecommunications companies pressing
chargesagainst hackers[13], [15]. TheFloridaSupreme Court’ shome pagewas hacked on October
25, 1996 [15]. The NASA Web page has been hacked multiple times. On December 23 and 30,
1996, it was hacked by “\\StOrM\\”. On March 5, 1997, the group H4GI S hacked the page asa
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political statement for Kevin Mitnick [15]. Most recently, the Department of Commerce home
page was hacked by HAGIS in retaliation for the arrests of the Pentagon hackers[3].

Other incidents include an attack on the White House e-mail system in March, 1996 [15]. The
denial-of-service attack consisted of the e-mail system being flooded with fraudulent, unwanted
requeststo Internet mailing lists. Compounding the congestion problem was the auto-responder at
whitehouse.gov responding to the incoming mailing list traffic. On November 6, 1996, the
computer networks of the Environmental Protection Agency’s mid-Atlantic region had to be shut
down due to avirus; 15% of the region’s computers were infected [15]. Finally, as described
previously, NASA computers were attacked on March 4, 1998, along with other Navy and
university sites[9], [35], [36].

Probably the most serious security issues regarding government services pertain to the State
Department [2], [30]. On March 23, 1998, the State Department announced that the General
Accounting Office (GAO) had conducted a study of the State Department’ s computer systems and
found vulnerabilities. However, an earlier USA Today story indicated that security attacks on two
overseas diplomatic posts during October, 1997 had breached the agency’ s network, causing it to
be partially shut down; the State Department denied that occurred and that the incidents were a part
of the GAO report. The GAO report was not released: the State Department designated parts of

the report “secret” and the rest as “for official use only.”

2.3 Emergency Services

The only reported incident of a security attack in the emergency services sector occurred on April
19, 1996, when the New Y ork Police Department voice mail system was hacked [15]. The voice

mail system was repaired quickly and no effects of the hack were reported.

2.4 Water

No security attacks were discovered in the water supply domain.
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2.5 Power

The Information Assurance Task Force of the President’s National Security Telecommunications
Advisory Committee (NSTAC) conducted arisk assessment of the electric power industry. The
study found that the most significant information security vulnerability in the power grid laid in
the substations; automated devices monitor and control equipment within substations but are not
well protected against intrusion. Physical destruction wasfound to still be the greatest threat to the
electric power infrastructure, though el ectronicintrusion isan emerging threat. However, the study

found no evidence of disruption of electric power caused by an electronic intrusion [24].

In contrast to that report on the minimal history of security attacks against the power grid to date,
the aforementioned Pentagon Tiger Team exercise in June 1997 underscored the vulnerability of
the power infrastructureto security attacks. Thereport onthe Pentagon exercise stated that intruders
perpetrated asecurity attack in which the el ectric power grid could have been sabotaged, disrupting
power distribution to the nation [25].

2.6 Gasand Ol

No security attacks were discovered in the gas and oil production and storage domain.

2.7 Air Traffic Control

There has only been one major security attack against the air traffic control system. On March 10,
1997, ateenage hacker disabled telecommunications at aregional airport in Worchester, MA [6],
[8]. That same day he also disrupted telephone service in Rutland, MA. The attack on the airport
wiped out telephone access to the airport’ s control tower, fire department, airport security, and

weather servicefor four hours. Inaddition, theairport’ smain radio transmitter and runway lighting

control were disabled.
On March 18, 1998, the Justice Department charged the teenager with computer crimes, the first

time ajuvenile had been brought up on such charges. That same day the hacker accepted a plea

bargain in which the juvenile must serve two years probation, be barred from employment at a
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computer company, perform 250 hours of community service, pay $5,000 damagesto Bell Atlantic,

and forfeit the computer hardware and software used in the attack.

2.8 Rail Transportation

No security attacks were discovered in the rail transportation domain.

2.9 Telecommunications

A magjor area of the critical infrastructure under attack is the telecommunications system, the
information and communication infrastructure, which includes the Public Switched Telephone
Network (PSTN), the Internet, and computers that connect to it. There are avariety of formsin
which attackson thetel ecommunicationsinfrastructure can come, for example, toll fraud (including
phreaking) and attacks against PBXs, voice mail systems, and Internet Service Providers (1SPs).
A study by Telecommunications Advisors, Inc. estimates that the total 1osses to the economy due

to toll fraud and telabuse range from $2-8 billion ayear [17].

Many examplesexist of Internet Service Providersbeing thetarget of security attacks. BerkshireNet
inPittsfield, MA wasattacked on February 27, 1996 [15]. A hacker gained administrator privileges
and proceeded to vandalize the system, erase data on two computers, and shut down the system.
The ISP was down for approximately twelve hours. PANIX, another ISP in New Y ork City, was
the victim of adenia-of-service attack in early September, 1996 [15]. The security attack utilized
wasthe“ SY N-flooding attack,” where fraudulent TCP/IP requests for connections to non-existent
Internet addresses overwhelm a server. The | SP subsequently went out of business when it was
the target of this attack over an extended period of time. A disgruntled ex-employee sabotaged
Digital Technologies Group, an ISP in Hartford, CT, in October 1996, causing a week-long
shutdown and other direct costs controlling the damage. The suspect was arrested in December,
1996 [15]. Finally, WebCom of Santa Cruz, CA was the victim of another SY N-flooding denial-
of-service attack on December 14, 1996 [15]. Accessto the Web pages of hundreds of businesses

was blocked for forty hours by an unknown hacker in British Columbia.

There are also incidents of PBX and voice mail systems being attacked. In San Francisco, it was
reported on July 10, 1996 that high school students attacked the PBX of a manufacturing firm and

C-10



Major Security Attacks on Critical Infrastructure Systems Topicsin Survivable Systems

hacked into the voice-mail system, crashing the system and costing $40,000 in incident response
[15]. In August 1996, the PBX at Scotland Y ard was hacked and approximately $1.5 million worth
of fraudulent callswere made[15]. In September, 1996, Pacific Bell reported that phone phreaks
tapping into residential and home telephone lines by clipping onto circuit boxes was costing them

possibly severa million dollars ayear [15].

Cellular phone fraud isamajor area of security attacks. In June 1996, the U.S. Secret Service
announced the arrest of 259 suspects of cellular phone fraud whose violations were estimated at
more than $7 million [15]. Soon after in July 1996, two people were arrested in Brooklyn, New
Y ork for stealing 80,000 cellular phone numbers, capable of generating $80 million worth of stolen
phone services on the black market [15]. One of the most celebrated hackers this decade, Kevin
Mitnick, wasindicted in Los Angelesin September, 1996, on countsof stealing software, damaging
computers at USC, using passwords without authorization, and using stolen cellular phone codes
[15]. He later pleaded guilty.

Anincident of security attacks against phone company computer systems occurred when a19-year-
old hacker, Christopher Schanot (“N00gz”), obtained unauthorized access to Southwestern Bell,
Bellcore, Sprint, and SRI computers. In April 1996, he was indicted on computer fraud charges;
in November he pleaded guilty to two counts of computer fraud and one count of illegal wiretapping
[15].

The Internet Worm: November 1988 [28], [29]

Perhapsthe most famous security attack against the infrastructure occurred in 1988 when a Cornell
University graduate student, Robert Morris, released aworm on the Internet that infected and
crashed thousands of computers. Morris, the son of the chief scientist at the National Computer
Security Center (part of the National Security Agency), exploited weak passwords and security
holesin the UNIX programs sendmail and fingerd. Asinteresting asthe extent of the attack isthe
aftermath of the attack. DARPA soon after established the Computer Emergency Response Team
(CERT) at the Software Engineering I nstitute at Carnegie Mellon University to coordinate response

for and communicate information on computer security attacks.
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2.10 Banking and Finance

Banks are frequent and favorite targets of security attacks. The Central Bank of Russiareportedly
was the target of approximately 500 intrusion attempts from 1994 to 1996. The ITAR-Tass News
agency reported that hackers stole $4.7M in successful security attacksin 1995 alone [15]. In
October, 1996, various security attacks against Czech banks were reported, including intrusions
where $1.9 million were stolen and an incident where Czech citizens' personal information was
stolen and posted to electronic bulletin boards [15]. The next month, November of 1996, seven
menin London pleaded guilty to defrauding British banks by tapping communication lines between
ATMs and bank computers and using the stolen data to manufacture illegal bank cards [15].

An interesting twist on security attacks involves the threat of security attacks against financial
ingtitutions used for extortion [26]. On June 3, 1996, the London Times reported that hackers had
been paid 400 million poundssterling to remain silent about security attacksand logic bombsplaced
inNew Y ork and London financial institutions. The article reported that bankswere concerned the
public wouldlose confidencein the security of their systemsif the security attackswere publicized.
While this proved to be a hoax, in June of 1997, Newsday published a cover story stating that
“COMPUTER HACKERS have successfully forced financial institutions in the United States,
Europe and Asiato pay millions of dollarsin ransom by threatening the companies’ computer
networks. The payoutswere confirmed by law enforcement officials, banking insidersand security
expertsinterviewed over the past several weeks. When most successful, the sourcessaid, the crimes
have linked disgruntled insiders with computer experts recruited throughout the world - including

the former Soviet Union, India and southeast Asia - by organized crime groups.” [16]

Citibank: Summer 1994 [11], [28]

In the summer of 1994, a Russian hacker, Vladamir Levin, led agang of hackers that broke into
Citibank Corporation’ scomputer systemsand made unauthorized transfersfrom customer accounts
totaling more than $10 million. Citibank recovered all but approximately $400,000. Levin, a
graduate of St. Petersburg Technology University, was accused of using his office computer at AO
Saturn, a St. Petersburg computer firm, to break into the Citibank Cash Management System that
allows Citibank customers to transfer funds from their Citibank accounts to accounts at other

financial institutions over their computer network.
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Levin, the mastermind of the scheme, was arrested by Interpol at Heathrow Airport in April 1995.
TheU.S. Justice Department accused L evin of stealing $2.8 million from Citibank accountsin New
Y ork and directing the Citibank computers to send the money to bank accountsin Finland, Israel,
and San Francisco (Bank of America). Anaccomplice of Levin's, Alexel Lashmanov, pleaded
guilty inaU.S. court to charges against him in January 1996. Lashmanov admitted to executing
unauthorized wire transfers from customer accounts to hisaccountsin five Tel Aviv, Israel banks
and to trying to withdraw $940,000 from these accounts. The maximum sentence Lashmanov can
receive isfive yearsin prison and a $250,000 fine. Three others have aready previously pleaded

guilty for their rolesin thisincident.

Hong Kong I nvestment Banks: November, 1996 [15], [16]

Five Hong Kong investment banks were brought down by a disgruntled computer technician at
Reuters, November 29, 1996. According to Peter Neumann, Wilson Chan Chi-kong, 29, aformer
employee of Reuters financial information agency who sabotaged the dealing-room systems, was
motivated by revenge after adispute with hissuperior. The hacker detonated logic bombs, causing
36 hours of downtime in networks providing market information for trading. Fortunately,
alternative services were available to switch to and no serious effects were reported. Damage

control took over 1700 man-hours, at a cost of HK$1.3 million [16].

Japan: January, 1998 [14]

Sakura Bank, Ltd. in Japan reported on January 5, 1998 that confidential computer records had
been stolen. The information stolen was primarily information on approximately 20,000 of its 15
million customers, such as names, addresses, and telephone numbers. The leaked information for
at least 37 of those customerswas subsequently leaked to amailing list vendor in Tokyo. However,
no customer accounts were accessed and no money was stolen in the security attack. SakuraBank
believes the data was stolen when bank affiliate Sakura Information Systems Co. upgraded the

software for the computer system in 1997.

GAO report on Electronic Banking: January 1998 [34]

The GA O conducted asurvey of banksconcerning el ectronic banking andtheir possibleexperiences

offering el ectronic banking services. Whileno specificresultsand security incidentswere presented
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in that report, the statistics concerning security were interesting in the context of thiswork. Of the
93 banks that were offering electronic banking services, significant percentages lacked basic
security mechanisms such asfirewalls (ten percent) or virus protection (eleven percent). Many of
the banksthat reported security problemshad experienced attempts at unauthorized access, and one
bank reported a successful unauthorized access attempt. In addition, alarge number of banks had
connections from their on-line systems to other computer systems, including Fedwire and other

clearing house institutions.

3. Analysis

Incident information in this paper was obtained from many sources, including the general media
(news agencies), government reports, the computer science literature, security-specific Web sites,
and hacker Web sites. Reliable information on security attacksis difficult to obtain in many
situations because the attacked parties do not want negative publicity, and the attacking partiestend
to exaggerate the effects of their work. Information in this paper is cited appropriately and the

source of the information can be judged on an individual basis for credibility.

News articleswere obtained from thefollowing Web sites: CNN, CNET, MS-NBC, Wired, the San
Francisco Examiner, and the St. Petersburg Press. These news sources either used their own staff

writers or reproduced articles from news wire services such as Reuters, Associated Press, or UPI.

An excellent source of information are reports generated by the United States General Accounting
Office (GAO). The GAO conducts studies of various government operations and institutions,
including the particularly relevant analyses of information security at the Department of Defense,

the Department of State, and financial institutions conducting electronic banking.

There exist many general security Web sites, for avariety of purposes. There are those sites for
incident reporting, such as CERT and the Department of Energy’ s Computer Incident Advisory
Capability. However, for reasons of confidentiality these places do not make their databases of
incidents available and no information for thisreport could be obtained there. The two most useful
security Web siteswere the International Computer Security Association (ICSA) and AntiOnline.
ICSA publishes many white papers on security, including Y ear in Review papers. AntiOnline has

astrong hacker focus and its founder, John Vranesevich, often interviews hackers who take
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responsibility for security attacks. Theinformation from both sites, however, issometimesdifficult
to verify. The ICSA information does not always cite its sources (and sometimes its sources are
possibly subject to hearsay, such as new stories from comp.risks). AntiOnline seems closer to the

actual perpetrators of the attacks, but the objectivity of information then comes into question.

Aninteresting Web site on general security can befound at Discovery On-line, the Hacker Hall of
Fame. This Web page presents a high-level history of hacking, focussing more on presentation
than content. However, an overview of the subject is helpful in as much (or aslittle) detail asit
offers. It should benoted that thisWeb site makesthe di stinction between “ hackers’ and“ crackers’:
hackers are people who have done extraordinary thingswith computers. A subset of thisgroup are

crackers, who utilize their talentsin an illegal or subversive manner.

Finally, there are an abundance of hacker Web sites, such as 2600.com. Thereisasite with an
archive of hacked Web pages, including but not limited to those pertaining to the critical

infrastructure. Limited information in this report was obtained from these sites.

An analysis of theinformation in thiswork begs the question: what isreported and what isnot? It
iswell-known that most security attacks are not detected, and many of those that are detected are
not reported at al. Of thosethat are reported, only afraction will come to the attention of the press
and the public in general. Therefore, it is plausible to assume that there are countless security

attacks, major or other, that are unknown and not catalogued here. Infact, it could be argued that
themost “major” security attacks against the infrastructure are possibly those that are not detected,

and the losses and ramifications of such attacks are subtle or yet to be exposed.

Of the security attacks that are public knowledge, however, it is easy to see atrend from those that
arelessrecent and severeto thosethat aremorerecent and severe. Especially inthemilitary services
domain, previous attempts have been more likely to be vandalism (i.e. Web page hacking). This
year, however, the incidents effect widespread disruption and heightened levels of misuse and
intrusion. The most recent attack on DISA was characterized as a“new level of security breach”
by John Vranesevich [10].

Thereis the question of how one measures severity? There are many ways of characterizing an

attack, from the extent of damage to the amount of time lost (inconvenience) to the exposure and
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negative publicity generated. In some ways, many measures can be cast in financial terms, for

example damage and time. However, itisoften difficult to put aprice on the value of information,
in particular information lost in a security attack. Other difficultiesin measuring severity include
determining theextent of theinformation|ost and the spread of that information after being obtained
in an unauthorized incident. Measuring the effects of exposure and negative publicity is difficult

aswell.

Finally, an analysisof certainincidents highlightstheinterdependence of thevarying infrastructure
systems. For example, in the air traffic control incident, the security violations were primarily
telecommunications vulnerabilities exploited. The effects, however, were widespread in both

telecommunicationsand air traffic control (in addition to having emergency servicesimplications).

4. Conclusion

This report has presented a catalogue of security attacks against the critical infrastructure. The
infrastructure is vulnerable to a variety of security attacks, from avariety of sources, for avariety
of reasons and motives (stated or otherwise). While al infrastructure domains are critical and
subject to attack, historically the military, government, telecommunications, and banking
infrastructures have been attractive targets of security attacks. In some domains, it isreadily

apparent that the intensity and severity of security attacks are increasing.

Information was obtained from a variety of sources, but for many reasons is difficult to come by
regarding security attacks. The validity and objectivity of information must also be considered

when reporting on security attacks.

The severity of attackswas discussed in thispaper, but it isclear that there has never been so severe
asecurity attack against theinfrastructure such that society wasincapacitated and no longer capable
of functioning. An event of the magnitude of “Pearl Harbor” has yet to occur in the context of

security attacks against the critical infrastructure.

Finally, an obvious question to ask in conclusion iswhat should be done? Whilethat discussionis
beyond the scope of the thiswork, asuccinct and preliminary answer has been provided by ahacker

involved in one of the most severe attacks presented. In aninterview with AntiOnline, a hacker
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from the Masters Of Downloading offered this advice to security professionals: “It's simple; take

al [classified] military systems off the Internet, place only [unclassified] Web servers on the

Internet [and] keep the rest on a purely internal network.” [10]
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Hacking Information Available on the Internet

Brownell K. Combs

1. Introduction to the Problem

Recent reports from the Department of Commerce indicate that el ectronic commerceisincreasing
dramatically [5]. Ten million people conducted electronic commerce businessin 1997. Business
to business purchases are expected to reach 300 billion dollars per year by 2002. Furthermore, the
Internet population isincreasing at an unprecedented rate. It took only four years for the Internet
to reach 50 million users, and it currently has 62 million Americans connected. Internet trafficis

reported to be doubling every 100 days.

Themost cited risk to el ectronic commerceisthat of the electronic criminal. The skilled computer
thief who intercepts credit card or other personal informationloomslargeinthemind of perspective
electronic shoppers. Recent trends indicate, however, that the true threat to el ectronic commerce
may lie elsewhere. With the widespread use of automatic encryption between secure web pages

and easy-to-use commercial web browsers, the chance of electronic interception of credit cards or

other information is decreasing.

Ontheother hand, if an electronic commerce web site can be disrupted or taken out of commission,
then much more overall damage can be done than intercepting credit cards. Whilethereisno
individual loss, the company may belosing millionsof dollarsinlost sales. Thismay be especially
important in the future, as el ectronic commerce becomes avery big industry. If amost every

el ectronic commerce web site went down today it would not be that big of acrisis. But what about
when electronic commerce is a 300 billion dollar ayear industry? Not only will electronic
commerce be more critical to the US economy, but there will be many more important web sites
that can be targeted for attack. It seemslogical that the more sites there are, the more likely it is
that not all of those sites will be setup to adequately withstand attack.
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Who might be doing these attacks? With more and more Internet uses, there is a likelier possibility
of those that may choose to do damage. Becoming a skilled hacker is a very time consuming and
difficult process. But what if there are tools and information easily available on the Internet that

could turn a novice hacker into a dangerous one? Such information and tools could create a legion

of hackers capable of doing serious damage to companies and the economy.

2. Terminology and Exclusions

It is common to read about the difference between hackers and crackers. When this split is used,
a hacker is someone who has the ability to obtain outside, unauthorized access to electronic data
or services [2]. This type of person is certainly capable of ‘hacking’ their way into a system, but
does not do so. A cracker is a hacker who actually uses their skills to obtain unauthorized access.
While elements of the hacking community have for some time tried to emphasize the difference
between the two, this paper will not. A hacker is someone who has certain abilities. This paper
does not seek to make any value judgements about possession of this knowledge. Just because
someone does not choose to commit illegal actions does not mean they do not have the skills to do
so. For example, a sharpshooter is someone who is extremely skilled with a firearm. One
sharpshooter may work for the police or military and help to protect the citizens. Another
sharpshooter may belong to a terrorist organization and seek to do wrong. But both are still
sharpshooters. Likewise, this paper simply uses the word hacker and hacking to illustrate someone’s

ability to hack into a system.

Denial-of-service attacks are those that do not attempt to hack into the system, only prevent it from
communicating with the network. These attacks include those that flood the machine with
connection requests so that no other machine can request a connection; and, attacks that fool other
computers into coming to a different location instead of that of the true host machine (IP address
stealing). Although there are some applications that make denial-of-service attacks very easy, these

types of attacks are not within the scope of this paper.

3. Search Methods

The following search methods were used to locate hacking information and applications on the

Internet. The particular methods were chosen to simulate the possible activities of a relatively new

D-2



Hacking Information Available on the Internet Topics in Survivable Systems

member of the Internet community who was searching for hacking info. All Internet searches were
done through Yahoo. While Yahoo may or may not be the most comprehensive search directory,

it is one of the easiest to use and appears to be very popular among new Internet users. An attempt
was made to not spend more than an hour in any one location, and no site was explored more than
3links deep. These methods prove that the information detailed in this report is not only accessible,

but that it is easily accessible, even to a new Internet user.

A search on Yahoo for “hacking” and “tools” returned 7 different categories. A search for “hacker”
returned 254 different entries. Within the first few pages of these results were several pages that
were ‘Hacking Resource Links Pages’ that contained nothing but links to hacking resources. The

majority of links used in this page were obtained in less than 30 minutes.

4. Sources

Sources for hacking methods have been broken up into three main categories: publications, web
sites, and newsgroups. Some members of one category may be connected to members of another
category. For example, 2600, the Hacker Quarterly, has both a published magazine and a web site.
The two aspects are separated in different categories because the content of the magazine may not
always match the content of the web page. Other sources may be conceivable be connected to two
different categories, but were not since the majority of the source could be classified in a single
category. A web page solely devoted to selling publications deserves to be mentioned only in

publications category because that is from where the hacking information is obtained.

4.1 Publications

There are several different kinds of publications that have roots in the Internet. Perhaps some of
the oldest are electronic magazines. These are magazines that are usually e-mailed to subscribers,
but sometimes can be viewed on the magazine’s web site. These electronic magazines are not
included in the web site category, because their home pages often contain nothing but the content
of the magazine (no web page only aspects). Phrack is an example of an electronic magazine that
provides hacking information. It is published four times a year and has been in existence since
1985. Prior to the existence of graphical web pages, Phrack was only e-mailed to subscribers. Now

it can also be seen and downloaded at the Phrack welvate ghrack.comp Phrack is targeted
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towards a more competent hacker, someone that is already fairly familiar with computers and the
Internet. For example, some of the topics from the most recent issue of Phrack [9] are: “Weakening

the Linux kernel,” “Piercing firewalls,” “Everything a hacker needs to know about getting busted.”

There are also several print magazines dedicated to hacking. These are listed in this report because
the web sites that advertise these magazines are prominently displayed in any search for hacking
information. While they can be found at many major booksellers, one often learns about the
magazine from on-line information. One example is 2600 - The Hacker Quarterly. Each issue is
approximately 60 pages and is published 4 times a year. The first issue was published in 1984.
This type of publication often targets a level of hacker slightly higher than ‘novice.’ Itis, however,

not as complex as many of the electronic magazines. Unlike an electronic magazine, the cost of

publication forces an actual print magazine to attempt to interest a large as possible audience.

The last type of publication is books and applications that are mailed to buyers. There are a number
of companies that sell books that are supposed to teach one the basics of hacking. Often these
companies have web sites and sometimes they advertise in the hacking magazines. One such

company is Spectre Presgww.spectre-press.com)Although this company has a web site, it is

described in this section since the web site is merely advertisement for selling books. One such
book is the Computer Hacker’s Bible. It cost 20 dollars and covers the basics of many topics ranging
from hacking particular pieces of hardware to password cracking. The contents of the book will

be further detailed later.

4.2 Web Sites

There are two basic types of web pages that introduce one to hacking: amateur and professional.
Professional pages are those that are hosted by companies that are either advertising for something
or trying to sell directly from the web site. The majority of these companies are ones like Spectre
Press. These web sites will not be detailed since there is very little information actually on the site.
The books and applications for sale are what contains all the hacking information. As previously
mentioned, several of the hacking magazines maintain official web pages. The site for 2600
magazine is one examplew.2600.com) The 2600 web site is specifically mentioned separately

from the print magazine, because it often contains information not available in the magazine. One

example is the section on web pages that have been hacked. The magazine posts the original page
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and then what it looked like after it was hacked. Sometimes there is a story accompanying the
display. Theweb site also provides amore timely voice for the hacking community. One of the
issues on the web siteisthe “unfair” imprisonment of Kevin Mitnick [1]. One other category of
professional web pagesisthe home pages of severa high profile applications. Thesesites, likethe
onefor the Satan Utility (www.fish.com/satan/), merely provideinformation about the application.

Amateur web sites are those put up by hacking groups or individuals interested in hacking. This
type of sitenormally containsasmall tolarge collection of text filesintroducing hacking or amateur

case studies on past hacks. Several examples are the sites of Genocide2600 (www.aracnet.com/

~gen2600/) and the Spider’s Den (www.vicon.net/~bhoover). Sometimes these sites border on

being classified as either professional or amateur. The LOpht (www.|0pht.com) isahacking group

that started to offer its security evaluation services professionally.

Another amateur site, Rootshell (www.rootshell.com) isaweb site that is host to many different

texts and applications on hacking. It isaparticularly good resource for the novice hacker sinceit
hasasearch enginethat searchesitscollection of hacksfor particular machinesand software. Users
of Rootshell can either choose to browse hacking text and applications chronologically or they can
search for information on particular systems. For example, entering “WindowsNT” returnssevera
results. Oneis an application that when placed in a particular directory of an NT server collects
passwords of usersthat log into that machine. Searching for “ Solaris’ (Sun Operating System)
returned several explanations of overflowing buffers on systems without particular patches.
Another entry was a C program that would overwrite abuffer for the user, giving them root access

to that machine.

4.3 Newsgroups

There are several hacking oriented newsgroups. Among these are alt.2600, alt.hackers, and
alt.cracks. These are, however, rarely asource of good information for the novice hacker. Actua
techniques seem to berarely discussed. These newsgroups seem to just be aforum for people that
claim to be hackersto discuss random issues. There are, however, newsgroups that can be useful
once a novice hacker gains alittle experience. Namely alt.security and the CERT newsgroup
contain information about newly discovered bugs. Even anovice hacker might be able to employ

these technigques against sites where a very new bug has yet to be fixed.
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5. Information

The following will be an examination of some of the information found during the search. The
majority of information encountered can be classified as introductory. The most common example
is some kind of FAQ that defines an area of interest to hackers. Other times a document may discuss
strategies, but rarely complex techniques. That harder to find information is, however, not really

in the scope of this paper.

One example is the PC Hacking FAQ obtained on a hacking group web page [8]. This document
contained information about defeating security measures on a PC. It explained what a boot
password was and several simply ways to get around the password (like removing the battery to
reset the CMOS). The FAQ also discussed issues like ways to get access to DOS from Windows

when a systems administrator had disabled the normal methods.

Another FAQ obtained from the ‘newbie’ area of a hacking group web site was entitled “Internet
Cracking: Firewalls.” While not a very in-depth document, it is perfect for the new hacker. It first
explained what a firewall was and then detailed several different types of firewalls: dual-homed
gateway, screened host gateway, and other vocabulary like proxies and bastion hosts. While no
part of the FAQ is particularly technical, there are discussions on basic attack strategies, and tips
on how to not get caught once a hacker gets in to the system. There are also pointers to ftp servers
that have tools and applications that can help one secure their firewall, or break through someone

else’s firewall.

There is a widely available FAQ called the Hack FAQ. It contains sections on UNIX hacking,
telephone hacking (phreaking), and hacking resources. The information is specifically presented
in a format that can be understood by novices. For example, the section on UNIX password files
explains where to find the files, what format they are in (with some examples), and what shadow
password files are and how to get them. The FAQ also goes into some detailed about what can be

logged and on which systems.
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6. Tools

There are several tools that can be used to help hack into asystem. The Security Administrator’s
Tool for Analyzing Networks(SATAN) isperhapsone of thebest known of thisclassof application.
It isan application that was designed to enable system administrators to examine their systemsfor
11 basic categories of security vulnerabilities[10]. Upon finding any of these vulnerabilities, the
application givesthe user ashort tutorial explaining the problem and likely waysto fix the problem.
None of the categories of vulnerabilities required revolutionary or advanced techniques to be
exploited. All had been the subject of advisors from CERT or other similar organizations. The
danger of SATAN in the hands of anovice hacker is, however, limited for two reasons. The only
version publicly availableisfairly old (1995) and is difficult to install. 1t requires an old version
of the Mosaic web browser, which a novice hacker may not even be aware exists. Furthermore,
SATAN can only run on UNIX compatible machines and requires root access. Some novice users
may not even know what UNIX is, let along have root accessto a UNIX machine. There are
applications obtainable from Rootshell can accomplish tasks similar to SATAN with amuch more

user-friendly interface and installation procedure.

There are some other applicationsthat fall under the category of password crackers. Two particular
applications are called Crack and Brute. The purpose of these applicationsis to attempt to crack
passwordsin a UNIX password file. These fileswork by making a guess at the password (either
systematic or from some list provided by the user), encrypting the guess, and comparing the result
of that encryption with all the passwords in thefile. If there are any matches, then the user now
knows the password of that particular user. Most password checkers return the user name and any
other information about the user that is contained in the password file along with the cracked
password. Aspreviously mentioned, thisrequiresthe hacker to understand what a UNIX machine
is, etc. But thisisnot ashard aproblem as SATAN, sincethe hacker needs only to understand how
tologinto the machine and move around (not install complicated programs). Especially sincethere
are many tutorials and some applications that will help one download the password file from a
UNIX machineif it isnot adequately protected. Some examples of password crackers were found

in the Computer Hacker’ s Bible as well as hacking group web sites.

Y et another class of applications allows the user to disguise from where their packets originated.
Packets on the network contain the | P address of the computer that created and sent the packet. But
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several applications can change this information in the header of the packet. While not something

that helps to hack into a system, itis an application that can help a novice hacker to be harder to track.

7. Internet Vulnerability

So, what is the resulting threat of having these tools and information easily accessible? Now that
we know what can be found, can anyone do anything serious with this stuff? It seems anincredulous
theory that someone with very little serious computer knowledge could break into a system run by
trained system administrators. Could someone who barely knows how an Operating System works
pose any serious threat? There is evidence to suggest that may be the case. Dan Farmer, an Internet
security consultant, used his application SATAN to scan a sampling of electronic commerce web
sites. The web sites selected belonged to Banks, Credit Unions, Newspapers, and Federal
government interests. This survey of over 1700 sites found that more than 60 percent had some
security deficiency that would have allowed him to break into or destroy that host [3]. While it is
true that Farmer is by no means a ‘novice’ hacker, the tool used was SATAN. Once installed,
SATAN searches any host it is directed to, and reports any security deficiency found. Furthermore,

the application provides a tutorial on the deficiency that could be understood by a novice hacker.

Another recent test by the Department of Defense conducted almost 9000 attacks on government
systems [7]. Almost 90 percent of the attacks succeeded in breaking in, but only a total of 390 of
those attacks were detected by the agencies running these systems. Both the number of successful

attacks and the small number of attacks detected are astounding.

8. Case Studies

Two case studies will be briefly examined in order to give the reader an example of some break-
ins that could have been perpetrated by novice hackers. The first case study involves the Department
of Justice’s web server [4]. In November of 1996 the official web site was replaced with a home
page for the “Department of Injustice” by a hacker unhappy with the Communications Decency
Act. This hacker gained unauthorized access to the Department of Justice’s web server in order to
make the switch. An investigation after the switch revealed that only one part time person was
responsible for maintaining the security of the web site. The firewall was not configured properly

and the most recent patches for multiple services were not installed. The intruder could have gained
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access through well-known holes in FTP, SMPT or Telnet. In the wake of the incident, the
Department of Justice created several full time security positions. Those employees spend all their

time tracking security incidents and current patches.

The second case study involves an unauthorized access into over 200 systems of a First Fidelity
Bank [7]. This intranet had a software server that was trusted by all of the bank’s systems and was
connected to the Internet. A hacker was able to gain unauthorized access to that software server,
and therefore had access to every computer in the network. Surprisingly this software server had
very little protection. Apparently its mission deemed relatively unimportant, the software server
was not considered a target by bank personal concerned with protecting critical financial data.
Furthermore, the bank had no incident response policies. When a technician accidentally found
the hacker logged in (masquerading as a legitimate user), he did not know what to do. For several
days those in IT watched the hacker as he or she roamed around the system looking at and possibly
changing data at will. An external audit after the incident found that the hacker had used a hacking
tool called esniff that is easily accessible on the Internet. Furthermore there were so many basic

security flaws in the system that it was impossible to determine which had been used by the hacker.

9. TheFuture

It is true that most of the cited reports were compiled more than a year ago and it can be argued
that many of those problems have been fixed by now. It should also be pointed out that few if any
of those systems had critical or private data stored on them. They were merely the hosts for a web
site. One must remember, however, that the nature of the environment may change in the future.
It is entirely possible that soon keeping a web site secure could mean millions of dollars a month
for a company. Furthermore, there will always be ‘new’ security flaws. The process of keeping

up with patches never ends at a particular point.

What can be done? The flow of this information will never be stopped. For one it would never be
deemed legal. For another reason it is probably not since not all hackers perpetrate crimes. Third
it would not be practical. The flow of information is critical because network administrators must
understand these issues. Itis particularly critical to have advisories on new security flaws like those
posted by CERT. Without this flow of information it is likely that the vast majority of systems

would be vulnerable.
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What must happenisthat network administratorspay moreattention. Asthecasestudiesillustrated,
most attacks can be prevented by utilizing careful measures. Security advisories and associated

patches or recommendations must be implemented immediately. Administrators should examine
these case studies of past successful attackssinceit isunlikely that anovice hacker isgoing to think
of anything revolutionary, safeguarding against the traditional methods of unauthorized accesswill
defeat the vast mgjority of attacks. Software designers and administrators must keep abreast of

new automated hacking tools. New and current systems must be tested against these tools, since

itislikely they will come under attack from those tools at some point.
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Firewalls

Seven Geist

1. Introduction

In recent yearsthe Internet has grown by leaps and bounds. Organizations are beginning to realize
the benefits of being connected to the Internet. However, it has also become easier for unskilled
people to hack into networks disrupting service, corrupting files, or even stealing confidential
information. Some organizations are beginning to wonder if connecting to the Internet isworth the
risk of opening themselves up to cyber attacks. The implementation of afirewall isagood way of
reducing the risks while still gaining the benefits of a connection to the Internet. Note that while
firewalls are usually used to protect a network from the Internet, they can be used to protect a
network from any other network. This section gives an overview of firewall technology and

examines their overall effectiveness.

2. What isafirewall?

There are many varying definitionsfor firewalls, some better than others. The definition that best

characterizesfirewallsis given in Lodin and Schuba [12].

A firewall isaset of mechanisms that collectively enforce a security policy on
communication traffic entering or leaving a guarded network domain.

Most definitions of firewalls include a statement about the protection of a network from outside
communication traffic. Thisis expected as this protection isindeed the essence of afirewall;
however, the “security policy” part of the definition is an important addition. Without a security
policy the implementers of afirewall have no benchmark for measuring whether the firewall is
doingitsjob. Thosewithout apolicy likely are not aware of which types of attacks are stopped by
the firewall and which attacks the system is still vulnerable to. Plugging such holesin a network
protected by afirewall is essential to using one effectively [11].
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3. Why implement afirewall?

Aswas stated in theintroduction, afirewall isimplemented when an organization wants to protect
their network from another connected network. A firewall presentsasingle point of entry and exit
between the two networks. In thisway the security of the system can be monitored by monitoring
thefirewall. If afirewall isnot implemented then security must be measured instead on a machine-
by-machine basis, amore difficult task [14]. An organization may decide not to connect to the

Internet becauseit posestoo much of arisk to their network. If thisisthe case then employees may
decide to gain access themselves by connecting through a modem [15]. Now there is a security

problem that is not being monitored thus creating an even greater risk. In the case of the Internet,
organizations can connect to the Internet while providing a measure of security through the use of
afirewall. Thereare also caseswhere acompany wantsto separate one part of their network from
therest of thenetwork. Inthiscasethefirewall iscalled aninternal firewall whichwill be discussed

later in this report.

4. Design decisions

Design decisionsin firewalls become part of the basic policy of the firewall. There are two main

design decisions for firewalls[15].

That which is not expressly permitted is prohibited.
That which is not expressly prohibited is permitted.

These two choices represent the trade-off between security and ease of use [15]. Thefirst option
provides a greater degree of security, but there may be more problems connecting to the outside
from behind the firewall and possibly slowed performance. The second option makesit easier to
use the resources outside of the firewall, but it presents more potential security problems. The
variousfirewall architectures discussed below can generally be configured to follow either of these

options.

5. Components of firewalls

Firewalls are composed of varying components. The three most commonly seen components are

screening routers, proxy servers, and bastion hosts.
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5.1 Screening routers

Screening routers are routers that can forward or reject packets on an individual basis[6]. This
process is called packet filtering. Packets can be filtered based on port number, destination IP
address, or source |P address [6]. Thisway the administrator can control the traffic movingin and
out of the network. The screening router can be set up to block incoming packets from untrusted
|P addresses. A screening router can also be set up to block certain services that use a particular
port number. Forinstance, it canreject all packetscominginon TCP port 23 effectively disallowing
incoming telnet requests [6].

5.2 Proxy servers

Proxy servers are mechanisms that act as connections between clients on the internal network and
servicesoutside of thefirewall [15]. Proxy serversare sometimescalled application level gateways
[6]. When using proxy servers all users on the network must have special versions of the
applications that work outside of the internal network [6]. These applications send their requests
to the proxy server that then forwards the requests to the outside network and returns any replies
to the requester. The benefit of aproxy server isthat it has fine-grained control over exactly how
applications are interacting with the world outside of the local network [6]. A proxy can be set up
to allow usersto import files but not to export them or it could allow imported files only from
specified hosts[6]. The problem with proxy serversisthat an organization must obtain anew proxy
version of each application to be used on the network. SOCK Sisatool that ssmplifiesthisproblem

by helping users construct proxy versions of applications from existing non-proxy versions [11].

5.3 Bastion hosts

A bastion host is simply acomputer in afirewall that is highly secure [15]. These computers are
the cornerstonesof many firewall architectures. Generally all communication between the network
and computers outside of the firewall hasto go through abastion host. A bastion host must be very
secure as accessto it usually means access to the entire network behind the firewall [15]. Bastion
hosts can have extensive logging of information that can help trace and determine the types of

attacks that are occurring [15].
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6. Firewall architectures

There are many different firewall architectures that provide varying levels of security. The
following architectures will be examined: screening router, dual-homed host, screened host, and

screened subnet.

6.1 Screening router

In general screening routers alone are not considered firewall architectures; however, it is helpful
to look at the problemsinherent in using only a screening router to protect a network. Inthis
architecture all traffic between the internal network and the network outside of the firewall must
go through a screening router. Policies can be set up to allow and disallow various types of traffic
aswas discussed above. One of the weaknesses here is that screening routers cannot control a
service at alevel lower than “permit” or “deny” like a proxy server can [6]. Another problemis
that if abreak-in does occur it isdifficult to trace and possibly even to discover [15]. A screening
router can be defeated by | P spoofing and Trojan horses[11,15]. Thescreening router can, however,
detect packets that are attempting to spoof |P addresses of machines on the internal network. A

hacker who finds a way past the screening router has access to the entire network [15].

6.2 Dual-homed host

A dual-homed host architecture is characterized by a bastion host that sits on both the internal
network and the outside network [6]. All traffic between the two networks must pass through this
host. Accessto the outside from the internal network can be provided in one of two ways: allow
logins on the bastion host or use proxy servers|[6]. Allowing logins on the bastion host presents
problems of itsown. All internal users must use passwords that are difficult to crack. History has
shown that in general thisis not a good thing to count on [10]. The second option is the use of
proxy servers which causes the extra burden of obtaining or creating proxy versions of all
applications that connect to the other side of the firewall [6]. However, a dual-homed host with
proxy serversis likely more secure than one allowing user logins. Again, if an attacker is ableto
break through the bastion host the entire internal network is exposed [15].
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6.3 Screened host

A screened host architecture is characterized by a bastion host on the internal network that
communicates with the external network through a screening router [6]. All traffic between the
two networks must go through both the screening router and the bastion host. A somewhat weaker
configuration of thisarchitecture allows sometraffic directly between the screening router and the
internal network [6]. Using the stronger configuration means that an attacker must get by both the

screening router and the bastion host before gaining access to the internal network [15].

6.4 Screened subnet

A screened subnet architecture consists of a perimeter network with a bastion host with screening
routers leading to both the external and internal networks [6]. All traffic must pass through the
bastion host and both screening routers thus providing a higher level of security. Other computers
that require alesser level of security or ahigher level of accessto the external network may sit on
the perimeter network [6]. Infact, there can be more than onelevel of perimeter network providing
numerous levels of security [6]. If an attacker breaks through the first screening router and the
bastion host he still only has accessto the perimeter network [15]. Also, unlike other architectures
he cannot snoop on the communication lines of the internal network [6]. The attacker would have
to break through the bastion host and both routers to gain access to the internal network [15].

Thefirewall architecturesdiscussed above are not theonly architectures, but they arethe main ones.
There are many variations and combinations of these architectures that have their own levels of
security. AsRanum notes, an obscurefirewall architecture can actually deter (or at least slow down)

an attacker [15].

7. Internal firewalls

There are times when an organi zation wants to protect one part of its network from the other part.

Perhaps a company has a number of computers with very sensitive information and does not want
therest of the network to have accesstoit[6]. Sometimesan organization hasalab used for training
that needs better access to the external network and requires less security [6]. A firewall used for

such purposesisreferred to as an internal firewall [6]. Another case in which an internal firewall
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isuseful iswhen thereisalab researching network applications[6]. Thefirewall inthiscaseisto

keep any “problematic” software from escaping the lab and wrecking havoc on the local network.

8. Effectiveness of firewalls

There are anumber of arguments asto why firewallsin general are not as effective as one may
think. One of the problemsisthat they may give afalse sense of security [11]. Once afirewall is
in place some people begin to think that security isno longer an issue. Such ignoranceis a break-
in waiting to happen. Another problem with the effectiveness of firewalls relates to the trade-off
between transparency and security. The moretransparent thefirewall isto theinternal network the
less secure your network becomes. If an organization wantsto provide full accessto all aspects of
the Internet it islikely that the firewall will not provide the level of security it isinterested in
attaining. Aswaspreviously mentioned certainfirewal| componentscan besomewhat easily fool ed.
Despite al of the firewall mechanisms discussed above they are not enough to keep anetwork one
hundred percent secure. AsBlakeley putsit [2]:

All the firewall systemsin the world won't prevent the damage done by a disgruntled
employee or atruly dedicated and knowledgeable system cracker.

At this point one might be wondering, “Why even bother to implement afirewall to begin with?’
Firewalls must be seen for the limited protection they can provide. As more and better tools are
becoming widely available to the non-expert hacker it becomes more important to protect your
network fromthem. A firewall can help to protect the internal network from thesetypes of attacks.
A firewall can aso discourage an expert hacker. Some hackers attack networks simply because
they can, and they do not carewho they attack. If asystem hasafirewall perhapsit will be enough
to discourage hackers from attacking your network and encourage them to move on to an easier
target. In order to make afirewall more effective the holes |eft in the software must be plugged
[11]. New bugs are being found in applications and operating system commands every day. If
network administrators have been notified of such abug inthe short term they can alter thefirewall
policy (through proxies and screening routers) to restrict access to the affected software. When a
patch has been made available it can be applied and the firewall policy can be changed back to the

original configuration.
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9. Firewall products

A number of studies have been done on the effectiveness of commercial firewall products 4, 7,
16]. With the growing need for firewalls there has been an increase in the number of firewall
products on the market and some of them are not providing the level of security expected [16].
According to Seachrist, ninety percent or moreof firewall failuresare dueto misconfiguration[16].
Thiswas not afactor inthetesting asin all casesthe vendors themsel veswere allowed to configure

their own firewall. The following are afew sample firewalls with various statistics [ 7, 16].

9.1 Altavista Firewall97 version 3.0

Thisfirewall uses packet filtering and proxy serversasthe main components of itsarchitecture[7].
It will run on both UNIX and Windows NT based operating systems[7]. It will log information
based on service, time, source, and destination of packets[16]. It supportsawide variety of
encryption and authentication schemes[7]. Its costs: $3,995 for 50 nodes, $7,995 for 200 nodes,
and $14,995 for unlimited nodes [7]. The Altavista Firewall97 was one of the top performersin
handling high traffic situations [16].

9.2 Gauntlet Internet Firewall version 3.2

The Gauntlet firewall isproduced by Trusted Information Systemsand al so relies on acombination
of packet filtering and proxy servers[7]. Itisalso supported on both UNIX and WindowsNT based
operating systems[16]. It provideslogging based on service, time, source, and destination[7]. The
price for Gauntlet is constant across sizes of 25, 100, and 1000 nodes at $11,500 for the software
only and $16,500 for both software and hardware [7]. Gauntlet did not perform very well under
high traffic situations [16].

9.3 Sunscreen EFSversion 1

Thisfirewall is produced by Sun Microsystems Incorporated and relies on packet filtering and
stateful inspection (essentially asmarter version of packet filtering) to provide security [7]. 1t will

only run on Solaris platforms [7]. It supports service, source, and destination based logging [7].
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Costs for the Sunscreen firewall are as follows: $1,495 for 25 nodes, $4,995 for 100 nodes, and
$14,995for 1000 nodes[7]. Sunwasoneof thetop performersin handling hightraffic situations[7].

These are just afew examples of the many firewall products commercially availabletoday. Inone
of the tests 19 vendors participated while another 22 declined which gives someidea asto the
number of products available [7]. Thereisquite avariety of products out there and less than half
of thevendorswerewillingtoallow their productsto bevigorously tested. Thisimpliesthat possibly
over half of these companies do not have confidence in their own products. Thetestingin[7] was
performed withan application called Saf esuite produced by Internet Security Systemslncorporated.
It was configured to run 100 different attempts to penetrate the firewall [7]. These attempts were
on well-known weaknesses of many firewalls and some standard denial-of-service attacks. A
number of firewallsfailed to defend from al of the low-risk attacks and some even failed in the
category of medium-risk [7]. None of the firewalls succumbed to a high-risk attack [7]. Of the
three products mentioned above the worst failure was in the low-risk category [7]. Some of the
medium risk failuresin other firewalls were with SY N flooding (a denial-of-service attack) and
TCP sequence prediction [7]. Failure to prevent these types of attacks can have serious

consequences for the internal network.

What should you be looking for in afirewall? One of the more important aspects of afirewall is
its ease of configuration and management. If ninety percent of all failures of firewalls are dueto
misconfiguration thefirst thing to doismake surethat yoursisconfigured correctly. Somevendors
include personal help ininstallation in the price of the firewall [7]. A firewall should have agood
logging facility. It isimportant that your firewall react correctly when alog or disk becomes fulll
[7]. Most firewallsthat were tested provide remote notification viae-mail or page when a serious
attack isunderway [16]. Most firewalls come with a secure version of the operating system they
usually run under [16]. As has been mentioned before, plugging the holesin the operating system
isanimportant part of having afirewall. Thethreefirewallsthat were mentioned above performed

well in the testing and are some of the stronger products available.

10. Conclusion

Firewallsare not acure-all when it comesto network security, but they are agood step in the right

direction. Thereareanumber of different architecturesand many different commercialy available
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firewall products. Any user of afirewall needsto strike a balance between the transparency of the
firewall and the security of the system. If dataistoo sensitive to leak to an outside network then
the computers it resides on should not be connected in any way to the outside world. If an

organization islooking for areasonable amount of security with the benefits of being connected to

another network then afirewall is agood way to obtain those goals.
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State of the Art in Computer Virus Prevention

Luis G. Nakano

1. Introduction

Computer viruses are programs designed to replicate and spread, generally with the victim being
oblivious to its existence. Although there have been confirmed occurrencesin Amiga, Atari,
Macintosh and some Unix systems [14], IBM-PCs are the most usually infected machines due to
their prevalence in the market place. With the exception of macro viruses, most viruses are
operating-system specific. Among the operating-systems-specific viruses, DOS is the most
preval ent operating system of choice. Although most of the techniquescan also beappliedtoviruses

in other environments, in this paper, we will discuss PCs viruses and prevention mechanisms.

Viruses sometimescan carry destructive payloadsthat can be activated by predefined eventschosen
by their programmers. This payload can cause arbitrary damageto dataor almost arbitrary behavior
degradation to a system. For instance, they can be used to modify databases by adding, removing
or modifying records. Among thetypical behavior degradation that the payl oad can cause are screen

animations and sounds, general processing slowdown, and unexpected writes to the disk.

Even when avirus does not carry destructive payloads, bugsin its code or invalid assumptions
about the environment have been reported to cause service disruption and data modification [12].
In either case, viruses cause loss of productivity and confidence in the system. This|oss of
productivity comes partly from machine slowdown but mainly from thetimeit takesto remove the

Virus.

Viruses are costly to remove since there are several tasks involved in the process. First, it is
necessary to determine which virusisin the system. Sometimes, bugs are reported as viruses with
the converse also being true. As software becomes more complex, it isincreasingly difficult to
establish beyond a reasonable doubt that the unexpected behavior observed isavirus. Anti-virus

productsare used inthisprocesswith varying degreesof successdepending onthevirusand product
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used. For an analysisof the current anti-virus products, seethe VirusBulletin Comparative Reviews
[15].

The second step after finding out that asystemisinfected by avirusisobtaining information about
it such asits behavior, infected areas, and removal procedures. Thisisnot aseasy asit would seem
because diverse anti-virus products report different names for the same viruses. This happens
because most viruses do not have distinctive characteristics that can be used to name them and also
due to the dynamic nature of the anti-virus production tool [9]. In some cases, thisinformation

gathering step can be ignored if the anti-virus tool can also remove the virus.

The third step isthe actual virus removal. Thisincludes scanning all mediathat could be infected
and applying the appropriate fixes. The cost associated with the full processis estimated to be
$8,366 per incident with the highest reported cost being $110,000 for a single computer virus
incident according to the NCSA Virus Prevalence Survey [8]. The same report indicates that there
isaprobability of 28 virus encounters per 1000 machinesin ayear. The average infection includes

107 PCs and 1.8 servers, and takes about 46.6 hours and 10 person-days to recover from [§].

As Figure 1 shows, viruses are growing at least exponentially in numbers, with typical estimates
of 400 new virusesbeing generated every month. Theactual number of virusesisnot known, mostly
because there is not an established way of counting viruses and partially because some anti-virus
manufacturers count viruses that are experimental and are not capable of infecting other machines.
However, most anti-virus producers and virus research centers agree that the growth in the number

of virusesis exponential.
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Figure 1: Computer virusgrowth [5].

This growth is partially due to the increased number of machines and the wide distribution of virus
creation tools (some of which are reported to have easy instructions and user-friendly graphical
user interfaces), but mostly due to the widespread communication facilities of the Internet and the

large proportion of machines with no anti-virus protection tools.

Macro viruses have been the most prevalent viruses since the Fall of 1995. These viruses can
propagate easily through e-mail attachments since they are carried by infected documents. Most of
these viruses are Word Macros, with Word.concept being the most prevalent. An infected document
will cause the macro to execute when the document is opened by Word. The infection is capable
of spreading fast in part because many users have their machines set so that Word documents
embedded in e-mail messages are opened automatically, thus contaminating the machine right away

if the document contains macro viruses.

Given the widespread infection, viruses are clearly problematic and not likely to go away soon.
However, there are steps that can be taken to reduce its occurrence. NCSA reports that “it has been
shown that if as few as 30% of the world’s PCs used a relatively current, full-time anti-virus
protection method, that the effect of ‘herd immunity’ would nearly eliminate the world-wide

computer virus problem.” [8]
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To better understand the virus infection process, section 2 will discuss the life cycle of viruses.
Section 3 will detail the diverse types of viruses known today, as well as techniques to prevent
infections for each type. Finally, section 4 will provide conclusions about the current state of the

art in virus protection techniques.

2. LifeCycleof Viruses
2.1 Creation

Computer viruses used to be the work of technically trained programmers without employment
[12]. Now, there are several authoring kits that enable even individual s with no programming
knowledge to generate viruses. Usually, viruses are created by misguided individuals who wish to
cause widespread, random damageto computers. Unfortunately, thereare nointernational lawsthat
can be used to prosecute virus writers, and even if there were, establishing the author of avirusis

in most cases non-trivial. Therefore, it isdoubtful that viruses are going to be stopped in this stage.

2.2 Gestation

After creating avirus, the writer copiesit and makes sure that it will spread. Common techniques
used areto infect a popular program on a BBS or to distribute copies through offices, schools and
other large organizations. However, with the introduction of macro viruses, even documents
attached to e-mail messages can transmit viruses if the documents are allowed to open
automatically. It isimpractical to prevent gestation of viruses because information transfer over
networks, such as e-mail, and general file repositories such as BBSs are unlikely to disappear
without similar substitutes. The existence of alarge number of BBSs and the fact that misguided
individualswritevirusesusing techniquesthat prevent toolsfromlocating thevirusmakeit unlikely

that gestation can be prevented.

2.3 Replication

Viruses are designed to replicate and propagate. Thefirst viruseswere somewhat naive in that they
would only propagatein very specific hardware (for instance, only on 360K B floppies). With time,

more complex viruses capable of infecting diverse media started to appear. The worst types of
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viruses have a high replication factor that enables them to spread quickly. To prevent the same
machine from being infected several times and thereby provide clear signalsthat something is not
normal, most viruses have sequences of instructions that verify if there is an active instance of
themselves on the machine. To achievethisidentification, someviruses use signaturesthat can al'so

be used by anti-virus to identify them.

For some viruses, such as pure boot ones, replication can be prevented by forcing the machine to
boot from a hard disk and not from afloppy unit that might be contaminated. Macro viruses can

also be made ineffective by disabling automatic macro execution when adocument is opened, thus
eliminating a potential security problem. While these techniques cannot prevent replication in all

cases, at least they would reduce the degree of infection.

2.4 Activation

Essentially, any event or condition can be used by avirusto activateits payload. Someviruseshhave
no damage routines, only distractive characteristics. However, there are reported cases of viruses
that were intended to be inoffensive, but had abug that caused real damage to the system. Since it
is unknown in advance what are the events that can trigger an unknown virus, there is no way to

prevent the activation of all viruses.

2.5 Discovery

This phase might come before activation, but it usually comes afterwards. It usually requires some
technically trained person to detect and isolate the virus and then sendsiit to the International
Computer Security AssociationinWashington, D.C., to bedocumented and distributed to anti-virus
developers. Some techniques that have been introduced by anti-virus manufactures can identify
suspicious behavior and help reduce the spread of the infection in the early stages[7]. Although
thereis no doubt that virus writers will try to circumvent them, the application of such techniques
can help anticipate discovery time and thus reduce the possibility of infection spreading farther.

The sooner an infection is detected, the less it can spread.
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2.6 Assimilation

After receiving new virusinformation for ICSA, anti-virus companies start to work to update their
products so that they can detect and safely remove the new viruses. This can take anywhere from
afew hoursto several months, depending on the complexity of thevirus. Assimilationisvery much
adamage control process where the only gain is to reduce the spread of avirus. However, it is

unclear how to make assimilation faster, with improvements only in the deployment of new viruses

definitions for certain anti-virus tools.

2.7 Eradication

Although no viruses have been known to disappear completely, this could happen if enough users
install up-to-date anti-virus software. A list of the virusesin the wild, i.e., viruses that have been
known to infect at |east two different sitesin the last two years, is kept on the Web [16]. Some
viruses have ceased to be amajor threat and are no longer in the wild list, but they can become
active again if newer anti-virus packages no longer search for them. As mentioned before, if 30%
of the world’ s machineswere using arelatively recent anti-virustool, computer viruses would not
be a problem. However, anti-virus tools are relatively expensive and considered by most as an
unnecessary additiontotheir systems. Thisprobably happensbecause most of thecampaigntowards
an increased use of anti-virus comes from anti-virus companies who are understandably unwilling

to lose profit by giving away anti-virus tools.

3. Virus Types and Prevention Techniques

There arethree main types of viruses. fileinfectors, boot viruses, and macro viruses. These viruses
can be distinguished by the infection process that they use to propagate. Besides these three main
classes, there are three more orthogonal dimensions to classify viruses. whether they use stealth

techniques, are multipartite, or use polymorphic techniques.
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3.1 FileInfectors

File infectors [6] attach themselves to ordinary program files, usually infecting arbitrary COM and/
or EXE programs although some can infect any program for which execution or interpretation is
requested, such as SYS, OVL, OBJ, PRG, MNU and BAT files.

Infection characteristics divide this class of viruses into two:

. Direct Action: A virus that infects one or more files when it is executed. Therefore, they
only infect certain files, such as COMMAND.COM, and are somewhat easy to remove,
once the particular virus is known.

. Memory Resident: A virus that uses terminate and stay resident techniques to stay in the
computer memory, infecting any executable file that is executed after it is loaded in memory.

It has been shown [1] that it is not possible to decide if a program is a virus or not in all cases.
Consequently, the best approach to prevent file infectors is to perform signature-based detection to
search for known viruses in all executable files to be installed or run in the system. Signatures are
sequences of instructions that can be used to detect the presence of a specific virus. The best way
to implement this policy is to have full-time anti-virus tools running in the background of the system
scanning every executable that is copied into memory for execution. Checksumming files to detect
changes can also be used, but their effectiveness is limited since some viruses will infect only
floppies (which are not usually subject to a checksum) and only infect hard disks when they are
copied from the floppies. Of course, it is always recommended that only software from reliable
sources be installed in the system, but even commercial distributions of software have been known

to distribute viruses by mistake.

3.2 Boot Viruses

Boot viruses infect executable code found in certain system areas on a disk. There are ordinary
boot-sector viruses which only infect the DOS boot sector, master boot record (MBR) viruses that
infect the master boot record on fixed disks and the DOS boot sector on diskettes, and partition
table viruses that infect the partition table of hard disks and either the boot sector or the master boot
record. None of these types can infect a system if they are not loaded during boot time unless there

is user intent (for instance, by making a disk image of a contaminated boot sector, sending it over
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to someone, and having him/her unpack it to the boot sector, the virus can infect the system without

a boot). For along while, this class was responsible for most infections.

To prevent thistypeof viruses, most computersallow usersto set boot sequences so that the machine
is going to boot only from the hard disk and not from any floppies that the user has | eft inside the
boot drive. Another solution is to have the machine boot only from aread-only mediathat cannot
beinfected. If used properly, the safe boot techniques described above can prevent most boot viruses
from infecting a system. Other techniques include signature-based detection of known viruses on
the boot sector, master boot record, and partition tables as well as write-protecting floppies

whenever possible.

3.3 Macro Viruses

A macro virusis apiece of self-replicating code written in an application’s macro language [3].

Macro viruses that work alone can only be written in languages that support auto-execute macros.
Auto-execute macros respond to certain events and do not have to be initiated by an explicit user
command. While executing, a macro can copy itself to other documents, remove files, substitute
commands of the user interface, and cause all sorts of disruption to the system. In particular, if a
macro has the same name as an internal command in Word, the macro will be executed instead of

the command.

Macro viruses propagate when they are executed because either a document was opened or a user
executed a substituted command. Although there are no viruses that do this, it is not unreasonable
to consider fileinfectorsor attack appletsthat can copy amacro to the normal.dot template of Word

and thus contaminate all documents from there on.

Since macro viruses are application specific, not platform specific, some of them can execute in
several different systems. In some cases, however, the same viruses might fail to execute properly

on some of the platforms where the application runs.

Another feature in Word that makes the behavior of macro viruses hard to predict is the password
protection for macros. This feature enables companies to sell macros and users to execute them

without knowing their content.
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With the advent of Microsoft Office 97, Word Basic is being replaced by Visual Basic. However,
old macros written in Word Basic are automatically converted to Visual Basic and executed
seamless in the new version, thus providing automatic portability for most macro viruses. Visua
Basic macros can executeinthe other programsthat constitute Office 97, thus potentially providing
virus infections to Access databases, Excel spreadsheets and PowerPoint presentations. The last
oneisfrequently used by sales people to transport presentations with the use of local machines
being common practice. If the presentation isinfected, it will probably infect the machine and all

future presenters might become unwilling infection carriers.

The potential for infection isenormous, and thisis coherent with the fact that more than 50% of all
viruses encountersin the last year are due to Word macro viruses with the different types of macro
viruses exceeding 200 [4]. They do not need executable exchanges or boot-ups, only document

transfer, and thus are ideally suited for transfer over the Internet and telecommuting.

To prevent macro viruses, most virus scanners have been updated to detect infected documentsand
many can disinfect them [3]. Microsoft also made macrosfor detecting macro virusesin Word and
Excel, but they are not activated if the user opensadocument by double clicking onit. Furthermore,
some anti-virus companies have updated versions of firewall software that scans all e-mail
attachments for viruses and rejects those that cannot be decoded or that contain unauthorized
macros. Another approach used is to keep a database of checksum values for the macros that are
allowed to be executed in the system and consider any macro that fail sthistest suspicious until the
operator has decided if they are viruses or not. Thislast technique isthe only one that can prevent
new macro viruses from infecting the system and is particularly important when the knowledge
necessary for producing avirusis so low that even unsophisticated users can generate their own
viruses. Also, macro viruses are probably going to become more common, since virus-generating
programs with complete manuals and graphical user interfaces are being distributed over the

Internet.

3.4 Stealth Techniques

Stealth techniques can be used by viruses to avoid detection using active procedures. These
techniques can be added to any of the virus classes described previously, producing a stronger

category of viruses. For instance, some viruses make infected files appear normal when they are
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accessed by DIR or anti-virus. Stealth boot virusestypically keep acopy of the original boot sector
and master boot record elsewhere and provide this copy to any program that asks to read them.

Stealth techniques require viruses to stay in memory to be able to hide themselves.

To prevent against stealth viruses, use the techniquesfor the main virustype. For instance, astealth
boot virus cannot infect amachinethat never bootsfrom any read-write media. Stealth viruses must
be detected whilein the memory of the system then deactivated before disk-based components can

be corrected.

3.5 Multipartite viruses

Multipartite viruses are combinations of two or more of the pure types described previously: file
infectors, boot viruses and macro viruses. However, they are typically boot viruses with file
infectorsassociated. In some cases, one of the partsisused to transfer the other. Thus, afileinfector

that contaminates the boot sector with a boot virusis a multipartite virus.

To prevent against multipartite viruses, the techniques used for the viruses of each of itspartsshould

be employed. Extra care must be taken to ensure that none of the partsisin memory.

3.6 Polymor phic Techniques

As anti-virus tools based on signatures became more powerful, virus writers devised away to
prevent their creations from being detected reliably using polymorphic techniques. These
techniques are used by many modern viruses, and, at the very least, they can make virus detection

an unreliable process.

Thefirst polymorphic virusesused variabl e encryption of thevirusand sometimesNoOpsto change
their signatures. However, the description routine was constant in all the different infections. This
fact wasexploited by the anti-virustool sso viruswritersintroduced an extracomponent: amutation
engine that generates new encrypting/decrypting routines. Some of these mutation engines are
capable of generating billions of combinations, and this makes it impractical to search for all
possible decrypting routines as signatures. Using thistechnique, signatures became very short, and

the probability of misdetection of avirusincreased. Also, thereis aways some chance that an anti-
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virus will not be able to identify all mutations that are infecting a machine, and thus report the
infection as removed while it continues on the background. Some mutation engines have been
distributed to virus authors, increasing the probability of new viruses using this technique being
created.

To prevent infections caused by polymorphic viruses, programs can be written to detect sequences
of code used by mutation enginesin the decrypting code. However, every time anew polymorphic
Vvirus appears, a new program hasto be generated, and this is much more costly than updating a

parameter file that contains signatures of viruses.

A second approach isto execute each program in avirtual machine and scan the memory where
the program was loaded from time to time until it can be assumed that no viruses are present. This
method has an inherent problem of deciding when it has executed enough of the program in the
simulated virtual machine. Also, executing al programsin this virtual machine slows down

processing.

Another approach isto create heuristicsto decide when aprogram should be executed longer in the
virtual machine environment. For instance, if aprogram computesvaluesand discardstheresulting
register before using it, it might be an infected program trying to pass as a normal program. The
problem with this approach is that every time anew profileis added to the system, exhaustive

regression testing is necessary to guarantee that older viruses are still going to be detected.

The two last approaches are being combined in the Striker system [7], but with adifference: each
virusis profiled, and the profile is compared with the behavior of the program when executing in
the virtual machine. If the profile could match avirus, then only the viruses that have that
characteristics are scanned. This provides speed, for filesthat do not have executing profiles close
to any virus are loaded in norma memory and are allowed to execute at full speed. Also, this
approach eliminates the need for exhaustive regression testing since the rules to detect old viruses
are not modified. Although thisisthe most complete approach so far, avirus writer could design
avirusthat only deciphersthe body half of the time and thus prevents detection. Also, aviruscould
be made to infect amachine only if some external event, such as a predefined keystroke, happens
inthesystem. Sincethevirtual machinewould not havethisevent, theviruswoul d not bedeciphered

and thus would escape detection.
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4. Conclusion

If past isany indication of the future, it isnot likely that computer viruses are going to cease being
aproblem in the near future. The main reason behind thisisthat virus writers are always willing

to spend more time creating viruses that can defeat the existing detection techniques.

There has al'so been agreat deal of social engineering among virus creators [10,11], and this has
made it possible for virus writers to share their most recent techniques. However, thisis not the

case for anti-virus tool developers as their products use proprietary techniques.

Another important factor to consider is the requirement for backward compatibility that plagues

the PC industry: old programs must be able to execute in new operating systems. For this reason,
someoldvirusesare still ableto infect machines running under Windows 95, with varying degrees
of success, even though they were designed for DOS. Furthermore, one Windows 95 specific virus
has been reported [17], and it islikely that its distributed source code will pave the way for other

virus writers.

It is very difficult to make predictions about future trends in viruses, but it seems safe to assume
that polymorphic viruses will continue to spread for along time. One of the main reasons is that
polymorphic viruses cannot be detected reliably without slowing down the machine, making

infection by polymorphic viruses very unlikely to disappear.

Macro viruses are a growing problem for which the solution seems to be ssimply disabling
autoexecuting macros present in documents. Indeed, some tools do exactly that [13]. In summary,
protection against virusesis likely to be a problem requiring resources best used in other tasksin
the foreseeable future.
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Smart Cards. Security in the New Transaction Cards

A. C. Chapin

1. Introduction - What Are Smart Cards?

Thereis an increasing demand for applications involving information transactions that can be
carried out on the move. The use of smart cards can increase the security of such transactionsin
an off-line mode by restricting access to the information on the cards themselves and improving
the security measures with which the card, the card holder, the terminal by which the card is

connected to a network, and the transaction itself are checked for authorization.

Previous security techniques for transaction cards are proving unable to withstand criminal
ingenuity, and on-line security measures are suffering for their reliance on communications
networks and centralized operation. At the sametime, the technologiesinvolved in the creation of
smart cards are becoming more affordable. This report discusses types of smart cards, issuesin

their design, and the security measures smart cards can provide.

A smart card isaway of carrying around information that controls access to itself, both to effect
some application behavior, and for security. Itisessentially acomputer -- with limited data storage
and processing power -- packaged in aform that is convenient to carry, typically inside arigid
plastic envelope the size of acredit card. A terminal of some kind with which the smart card can

communicate is also usually needed.

In smart cards, the need for portable, secure data storage and access meets the decreased size and
cost that hardware advancements have made possible. High memory density (3-8 kilobytes for

AT&T's1994 Smart Card [11]) allows vastly more information to be held on a smart card than on
magnetic strip cards, whileamicroprocessor allowsin-card control of how thismemory isaccessed,

allowing offline verification as well as increased security for transactions.
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Billionsof dollarsarelost yearly duetofailure of network access security systems, but such systems
areinincreasing demand [11]. Since the mid-eighties, smart cards have seen increasing usein
Europe, especialy in France, to combat thisfraud [13]. In addition to their obvious use as
replacements for magnetic-strip ATM cards, smart cards have been used as prepaid cards for
telecommunications, transportation, and utilities. They are also used for information tracking and

journaling, for medical histories and prescription records, and for business records.

2. Background

Smart cards developed as an improvement upon previous transaction card technologies, taking
advantage of computer hardware advances. It isimportant to understand the strengths and
weaknesses of these previous card types, in order to seethe contributionsthat smart cards can make.

A brief outline of the early development history of smart cardsis also given.

2.1 Other Card Technologies

Magnetic strip cards are commonplace through most of the world, especially when used for

financial transactions, asin ATM or credit cards.

Magnetic strip cards are used for

. | dentification and physical access: ID badges, door key cards.
. Information access: library cards, account cards.
. Financial transactions: ATM, credit/debit cards, prepaid telecommunication and

transportation cards.

On a standard magnetic strip card is a piece of magnetic tape divided into three parallel tracks for
different applications. Track 1 can hold an account number and a name, and has historically been
used only by airlines. Track 2 can hold an account number, and isthetrack mainly used for financial
applications. Track 3isrewritten on each useand holdsaPIN verification valuethat acard terminal
can useto verify the entered PIN offline without going to the central computer. Even with all three

tracks fully loaded, only 226 characters will fit on a magnetic strip [2].
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Only reciprocal agreements between groups of card issuers have allowed the cards of oneissuer to
be usable in the terminals of another, and in most countries this type of interchangeability israre

or nonexistent [2].

Because magnetic strip cards lack any onboard processing ability, their security relies entirely on
the terminal -- the machine used to read them. Equipment to read or changethe stripsisrelatively
easy and cheap to obtain, and although watermarking techniques and other security enhancements
have been added to deter forgery, costs from magnetic card fraud continueto rise. Also, to combat
bad debts on the part of authorized card holders, magnetic strip cards are often given atime-to-

expiration of only threeyears[13], athough the cards could last much longer; magnetic strip cards

have no way of monitoring those transactions they are used in for level of risk.

However, magnetic strip cards have the advantage of being inexpensive (average $0.88 compared
to $1.50 - $15 for smart cards [13]), and their use is well established worldwide.

Memory Cards consist of ahigh-density memory inside aplastic envelope. IntheLaserCard (TM)
invented by Jerome Drexler [2] memory isimplemented with alaser technique like that used in
compact discs, while infrared scanning and capacitive and inductive coupling are used in other

cards.

Memory cards are primarily used for portable data storage and bulk storage, in applications such

as medical records and machine tool control.

While memory cards are usually cheaper than smart cards, the absence of processing ability gives
them no real advantage over magnetic strip cardsin the areaof security, and most of theinformation

storage techniques used do not allow information to be erased and rewritten.

2.2 Development of Smart Cards

Smart cardswere invented in the early 1970's by Roland Moreno in France, and simultaneously by
Kunitaka Arimurain Japan. Moreno's cards are the basis for smart cards as we know them today,

and hislnnovatron company holdstheinternational patent on‘acard with aself-protected integrated
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memory," athough Arimura holds the earliest patent (hisfiling was limited to Japan) and was the

first developer of contactless smart cardsin 1978 [2].

Since the most widespread intended use for smart cards was always as a replacement for current
typesof financial transaction cards, smart card designers have been constrained by the need to make
smart cards match the 1SO standard for such cards, including physical dimensions and magnetic

strip. This has required an emphasis on miniaturization before cost or performance.

Thefirst threelicensees of the Innovatron patents were Honeywell Bull, Flonic Schulmberger, and
Philips. Both Honeywell Bull and Philips devel oped microprocessor-based smart cards; Flonic
Schlumberger chose a hard-wired logic approach that allowed them to keep prices down and
achieve the SO standard for magnetic strip card compatibility (athickness of 0.76 mm) from the
outset, at the cost of multi-functionality. Throughthe1980's, Schlumberger wasthelargest supplier

of smart cardsin theworld [2].

The microprocessor cards both used non-volatile memory, but neither supported
reprogrammability, so that the cards had to be replaced when their memories were exhausted (at
thistime EEPROM technology was still in development and very expensive). At their first
introduction in 1979 these cards were still thicker than the 1SO standard for magnetic strip cards,
but at thistime all three compani es began to devel op and market terminalsfor communicating with

smart cards. I1n 1981, the microprocessor cards reached | SO standard thickness [2].

In 1982 and 1983 the first French public trials of smart cardswere carried out, with cardsissued to
consumers to be used as retail payment cards. Thetrial met positive reaction from the retailers
involved, but ambivalence on the part of the card holders, who felt there was not enough emphasis
on convenience. 1n 1984, hybrid cards with both a magnetic strip and smart card features were

release by both Visaand MasterCard in France [2].
Since then smart cards have been used increasingly in France for railway payment, mail-order,

retail payment, and especially pay phones, and have been successfully introduced into many other

European countries.
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3. Design of Smart Cards
3.1 ThePhysical Card

To meet the 1SO standard for size, smart card chips are generally smaller than 2mm square [12].

Smart cards are generally equipped with an 8-bit microprocessor (Motorola uses its 6805
microprocessor while Siemans uses the Intel 8051 microcontroller [9]). This processor need not
be very powerful, because it need only be able to handle data transactions for one or afew
applications and the requisite security for those applications. For the most part, the behavior of the
smart card isto generate an Answer to Reset (the information returned by the card when power is

applied), and then send and receive bytes through a specific serial protocol [8].

Smart card memories are typically on the same chip as the processor, and variously use ROM,
EPROM, and/or EEPROM.

In order to communicate with the outside world and effect transactions, smart cards generally need
terminals to communicate with, and contacts through which to interface to the terminal. The SO
layout for these contactsisin two rows of four; the fourth and fifth contacts are generally not used

and often omitted; the seventh isthe main dataline[7].

The 1SO standard for smart cards is number 7816, and has four parts. Part one concerns physical
characteristics. Part two involves dimensions and locations of the contacts. Part three hasto do
with electronic signal's and exchange protocols, and part 4 involves the minimal set of commands.

This standard has passed its first two parts, but has recently failed a vote on part three [9].

3.2 Typesof Smart Cards

There are several major design issues along which smart cards are classified. The most important
of these are whether the card is to be microprocessor based or hardwired, whether the card will
requirephysical contact with itsterminal, whether the card can carry out transactionsin the absence

of aterminal, and whether the card is equipped with a magnetic strip.
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Microprocessor or Hardwired

In order to provide functionality quickly and at low cost within the | SO specification size for

magnetic strip cards, Flonic Schilumberger, one of the first manufacturers of smart cards, chose to
givetheir cards hardwired logic, rather than the microprocessors being devel oped elsewhere. The
advantages of thiswere so pronounced that hardwired cards were the most-produced type of smart
card through the 1980's and even into the early 1990's[2]. However, hardwired cards lack multi-

functionality, and cannot be programmed after manufacture.

M ore expensive microprocessor cards have become the current standard, now that miniaturization
and falling prices have brought them to the same size and closer to the price range of magnetic strip

cards.

Contact or Contactless

Contact cards must bein actual physical contact with theterminal in order to communicate with it.
Contactless cards, also known as remote or close coupling cards can transfer data and get power
from aterminal simply by being placed closetoit. RF identification cards can transfer information
between card and terminal from long distances using RF (radio frequency) techniques; these are

particularly useful for toll applications.

Contactless strategies are more popular for general use. They allow the card to be completely
sealed, with no contacts to let in contaminants, and they avoid the potential stress on the card of
constantly being run through readers. Also, contactless cards can be any size and shape since they

do not have to conform to a standard terminal aperture.

For transportation and other uses, consumers prefer to simply have the card do its work without
their having to go to the trouble of running it through aterminal, or even of getting the card out of
abag or pocket; this also increases customer throughput [6]. It istherefore important that the
transfer of dataemployed by contactless cards be secure, and that there be a clear and obviousway
for card users to determine whether their transactions have gone through correctly without

inconveniencing them. Contactless cards also tend to be more expensive.
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Active or Passive

Active cards have on-board input and output, so that they can be used in the absence of aterminal;
passive cards can only be accessed through aterminal. Active cards are most useful for keeping
track of information such as medical history - prescriptions and ajournal of pillstaken could be

kept on acard - or schedule. It would also be convenient to be able to check the current status of

afinancial account on the card itself, without plugging into aterminal.

Strip or No Strip

Some 'hybrid cards have a magnetic strip conforming to standards for magnetic strip cards. This
allows them to be used in terminals that do not accept smart cards, and is a popular approach to
encouraging the adaptation from magnetic strip to smart cards. However, hybrid cards must be

shaped to be able to pass through a card reader even if they are contactless.

3.3 Physical Survivability Design

Smart cards are computersthat will be subjected to the same elements as traditional magnetic strip
cards. For thisreason, the smart card must be rugged enough to protect its chip, while still

maintaining a size and shape that fits the standard.

The housing of the card must protect the chip from mechanical, chemical and electrical damage.
The plastic packaging must protect the chip from all twisting, bending, and striking of the card.
This may involve locating the chip at the point of least stress.

The contacts, the el ectronic conduitsfrom the chip to the terminal, must have contaminant resi stant
surfaces. It isalso important to assign high voltage contacts so that high voltage does not wipe

across the other contacts when the card is inserted or removed from aterminal.

A plastic envelope is usually used inside the plastic housing, to protect the chip from corrosives

and, to some extent, from electricity.

Theissuing of the card isthe most potentially destructive phasein a smart card's existence.

Embossingisgenerally thegreatest stressacardisput under, so it would be best to avoid embossing
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thecard onceit hasthechipinside; thisisnot, however, the standard manuf acturing method, because
embossing is considered part of the later, personalizing process. Recording any magnetic stripe

that the card may have for backwards compatibility, and loading information into the card al so put
thecard under physical stress. After this, thecard must al so survive being mailed to the card-hol der,
and then there must be some simple way for the recipient to check whether the card isin working

order.

If smart cards are going to be used widely, it is essential that their designers and manufacturers
understand the stressesthe cardswill be subjected to during their usagelife, and bewilling to invest

in survivability design.

4. Security and Smart Cards

When carrying out a transaction using a card, there are a number of points where fraud can be
attempted. A secure transaction system protects these points. This section explainsthe traditional
on-line security techniques used with magnetic strip cards, gives an overview of the pointsin a
transaction system that must be protected from security breach, and then explains how smart cards

address these security issues.

4.1 Requirementsfor Transaction Security

On-line vs. Off-line Security

A transaction system is described as off-line if most activities require communication with some

remote center.

On-line systems have many advantages due to the immediacy with which they allow the center to
manage transactions. The center can react instantaneously to queries, and can rapidly identify
breaches of security and invoke counter-measures, while in an off-line system, the center will not

even know of atransaction until after it has been completed.

However, since on line systems rely on communications between the remote terminals and the

center, rising networking costsareaproblem. Also, the high number of communication linksmeans

G-8



Smart Cards: Security in the New Transaction Cards Topicsin Survivable Systems

ahigh probability of serviceinterruptions. A central malfunction can cause widespread problems,

as can overloads.

Also, although on-line validation catches certain types of frauds, experience from ATM systems
indicates that the weakest link in the security of the system asit now standsisthe easy counterfeit
and alteration of magnetic strips[2].

The problems of on line systems have been addressed by replacing them with off-line security,
sometimes with no attempt to provide security beyond the dubious inviolability of the magnetic
strip cards themsel ves, but al so sometimes with the use of authorization telephone calls, which are
inconvenient and time consuming, or with verification terminals that do a quick on-line check

through a dedicated line; these terminals tend to be too expensive for most retailers to use.

Smart cards aso encourage an off-line security paradigm for transaction systems. Again, off-line
security lacks the tight central control of an on-line model -- the responsibilities of security are
transferred to the periphery of the system and are held inside the smart card chipsthemselves. But
in the case of smart cards, there is considerably more reason to believe that the cards can protect
themselves from unauthorized intervention and amendment. Also transactions outside certain

limits can still be automatically referred to the central system when necessary.

Thisiswhy the 'smart’ part of the smart card is so important in security. A smart card can be
programmed, as a magnetic strip or other chipless card cannot, to ensure the protection of a
transaction system under off-line operation. Balances can be checked against spending limits,
security algorithms can be run, and the authorization information held in the cards can be protected

from outside view or tampering.

The elements of security for a system involving transaction cards are:

. Authentication of the Card.

It ispossible (although expensive) to simulate asmart card, either with afaked or adjusted card, or
with alarger computer that has a smart-card-shaped input/output device. It isalso possiblethat a

valid card might be substituted by aninvalid onein mid-transaction. It must be possibleto determine
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whether the card presented isvalid - that is, the card is considered valid for use by atrusted card

issuer.

. Authentication of the Card-Holder.

Smart Cards provide no new safeguards against being physically stolen or abused. It must be
possible to determine that the person presenting the card is authorized to be using the card in the

requested way.

. Authentication of the Terminal.

False terminals could be set up, either to make unauthorized transactions directly when a card-
holder tried to use one, or to store information about cards for later use. 1t must be possible to

determinethat the terminal with which the card isto be used isauthorized for use by the card issuer.

. Authentication of the Transaction.

It must be possiblefor both the sender and receiver of the transaction to determine that the elements
of the received transaction are genuine, that is, that this combination of card, holder, and terminal

is authorized to carry out the action it is attempting.

. Security of the Message.

Theflow of information between the smart card and theterminal istappable, and it might be possible
to send external signalsinorder to providefal seresponsestothe card. It must be possibleto encrypt
and decrypt the message in order to provide security and privacy between the sender and the

receiver.

Before smart cards, some attempts to address these points included:

. Randomly doing an on-line check of acertain percentage of transactionsusually qualifying
for off line authorization (e.g. because the transaction value is below alimit).
. Doing an online check if the same card number has been used very recently.

. Keeping afile of cards previously reported as stolen or abused.
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4.2 Addressing Elements of Transaction Security with Smart Cards

Authentication of the Card

In atypical use of asmart card with aterminal, the terminal issues a pseudo-random number asa
challenge to the card. The card then computes a result using its matching algorithm. The card

returns this as aresponse that the terminal compares against its own result, using the algorithm for
the card type (that is, for the card'sissuer). This ensures that the card has the algorithm specified
by the card issuer. Thealgorithm may also involve use of asecret identification number associated
with this particular card's public-identification number, in order to ensure that the card hasavalid

number as well as the correct algorithm.

Clearly thisform of check cannot be carried out with a chipless card.

It is also important that if the terminal goes out of communication with the card (it isremoved in
the contact case or aremotelink islost in the contactless case) it immediately destroy all record of

the transaction so that an invalid chip cannot be substituted.

Authentication of the Card Holder

The conventional technique of aPersonal Identification Number, as used with magnetic strip cards,
isalso used with smart cards to check the authorization of the card holder. However, in the smart
card case, the PIN is checked within the card's protected memory, which can only be accessed by
the card'sown chip. Only apositive or negative result is ever passed outside of the card. The card

may even lock itself permanently if acertain number of false PINs are attempted in arow.

There is some feeling that PINs are too easily compromised by card-holder carelessness. For this
reason, various biometric identification techniques such as signature verification, hand geometry,
finger prints, voice recognition, retina scan, and so on, have been suggested. Therelevant datafor
the authorized card holder is kept in the smart card's protected memory -- a magnetic strip card
would typically not have enough space on the strip to hold thisinformation. A terminal can then
run the physical check and send the data to the card for verification. A combination between one
or more of these techniques and PIN requirements could prove a superlative security measure,

although at some cost.
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In the case of active cards used without aterminal, only that information that can be read through
the card's on-board 1/0 can be used for authentication (and we must rely on the card holder'staking
carethat no miscreant has substituted a counterfeit for the correct card). 1n many cases, contactless
cards, when they are used to increase speed of use, perform no check at all that the person carrying

the card is authorized to do so.

Authorization of the Terminal

Each terminal operator should have asmart card of aspecial typethat caninterrogate theterminal's
authorization, load the secret challenge-response used to check transaction cards, and ensure that
thisinformation isremoved from the terminal whenitisleft unsecured. It can also be used to verify
that the terminal operator is authorized to use the terminal. Naturally, the measures used for

authorizing card and card hol der in the case of aregular transaction card arealsorequired inthiscase.

Authorization of the Transaction

Smart cards can include and verify electronic signaturesin all messages sent to effect transactions,
to guaranteethat the messages come from an authorized source. They also havetheability to check

dates and spending limitsinternally, and can themselves disallow transactions.

Security of the Message Content

Smart cards can also encrypt and decrypt their own messages (using, say, RSA or Fiat-Shamir
cryptography), to protect their security and privacy between card andterminal. Again, thisisclearly
impossibleto do in achiplesscard. Itisalso agood ideato design terminals so that thereis no

exposed tappable wire between the card reader and the rest of the machine.

5. Using Smart Cards
5.1 Some Criticismsof Smart Cards

Although their use is widespread in several European countries, and their supporters are teeming
with alot of news about their usefulnesswith many cheerful facts about theimproved security they

may provide, smart cards have never quite caught on in the United States. Isthisonly another
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example of the same obduracy that met the metric system, or are there bigger problems with smart

cards?

A common criticism of smart cards is that they are only a status symbol for the technologically
literate - the equivalent of a personal Web page, nice to have, but unnecessary. Ascrisp asthe
critigues of magnetic strip card security are by supporters of smart cards, it may be that the level
of security they provide is acceptable to most businesses and consumers. Even those who are a
little uncomfortable with the current level of security may find themselves willing to live with it

for some time rather than go to the effort to migrate to smart cards.

Smart cards encourage the spread of and reliance upon applications that involve card transactions,
but do not addressin any way the protection and providence of servicesto those whose cards have
beenlost or stolen. If, asmany smart card proponentsaredeclaring, smart cardswill entirely replace
physical currency (evenif only in some arenas) it is essentia that the machinery be in placeto
efficiently provide replacement cards - it isone thing to spend a night stranded without cash due
to alost wallet, and quite another to spend, say, six weeks unable to use public transportation or
telephoneswhilewaiting for processing of anew card. One approach to thismight be public kiosks
that read biometric information to check user authorization and can both issue temporary cards

(magnetic strip, to cut down costs) and report the lost or stolen cards.

So why not just do all transactions based on biometric identification and account numbers? This
certainly makesforging or stealing authorization messy (and painful for somebody), and there are
no cardsto lose. But consider what atransaction would involve. At theterminal, each user would
provide biometric identification, but unless an account number is provided, we have the nontrivial
problem of searching a database of bioprints, so users would most likely have to memorize many
account numbers - longer than the PINs that most people find difficult to remember now. Thereis
also the question of whether theidentification information should be held in the terminal (off-line)
or at aremote center (on-line). Biometric techniquesarealso till expensive and still provide many

false negatives and false positives.

Smart cards can provide more anonymity in convenient distance payment systemsthanwaspossible
before, which the US Justice Department Computer Crime Unit finds unacceptable. They propose
requiring that payments using smart cards be trackable. This has only added to the widespread
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complaint that smart cards, if tracked, could also make the activities and movements of private

citizens more open to government scrutiny than ever before [1].

5.2 Examplesof Smart Cards

Cards that are prepaid and then decremented with use are in wide usage for public telephone and
public transport in many parts of Europe, especially France. Utilities such as water companiesin

the UK have been using prepaid cards to cut down on bad debts [14].

In America, the Washington D. C. metro tested a prepaid smart card called the GoCard in 1996-
1997, that could be used for the metro bus system and connectionsto trains, aswell ason the metro
itself [6]. MicroCard Technologies businessjournaling cards for peanut farmers are also in wide
use [13].

Microcard has also developed a Smart Shopper Card that acts as an electronic purse, holding
information for several checking and credit accounts, and also storing information such as dates
and clothing sizes. Microcard will be testing a card combining medical records and medical

payment information [5].

Visamade an early push for active cards. Visa's Super Smart Card that has a keyboard, display
and magnetic strip emulator, and was tested at the Olympic Gamesin Atlanta[3].

The AT& T SmartCard supports multiple applications, possibly from several vendors, and has a
processor-supported OS with a variety of security techniques and levels of security. It has 3-8kb
of nonvolatilememory, an 8bit microprocessor with ROM, EEPROM, and asmall amount of RAM,
and contactless reader/writer capacitive plates and inductive power transfer coil. It also meets| SO

standards for magnetic strip cards. It can communicate up to 19200 bits per second [11].

The Philips 83W858 Smart Card Microcontroller has an 8051 microcontroller and a crypto-

processor that can compute an RSA signature in less than 400 ms[10].
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6. Conclusions

Information transactions that can be carried out on the move -- including access to resources such
asrestricted areas or money, identification, and accessto information -- are in increasing demand.

Smart cards are a new technology that will increase the security of such transactions, smart cards
consist of information and processing ability for thisinformation, packaged in aform that is

convenient to carry.

Magnetic strip cards are currently the most popular type of transaction card, but they are easy to
alter and counterfeit. Smart cards overcome security problems of magnetic cards by restricting

access to the information on the card, and by being expensive and difficult to counterfeit and alter.

Smart cards typically consist of a processor with onboard memory, packaged in a plastic casing.

A terminal that can communicate with the card is also generally necessary.

Cards can be made more cheaply if they have hardwired logic rather than micro-processing
capability, but thistype of card lacks multi-functionality. Contactless cards, which do not haveto
bein physical contact with terminals, are more convenient and safer from contamination, but may
resultinlesssecuretransactions. Active cardsdo not requireaterminal for all transactions because
they have some on-card 1/0. Some 'hybrid cards' are equipped with magnetic strips for backwards
compatibility.

Secure transactions require authorization of the card, the card holder, the terminal, and the
transaction, aswell as security of thetransaction. Providing security on-line allowsaremote center
to act on transactions as they happen, but thisisincreasingly costly, and does not catch most of the
fraud now carried out with magnetic strip cards. Smart cards can provide security off-line because
their processing power allows them to take an active role in keeping the information in their

memories secure. Thisis not possible with chipless cards.

Because of low prices for processors and memory, smart cards are now a viable and more secure

alternative to magnetic strip cards for mobile applications requiring information transactions.
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