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Abstract
Existing IC reliability models assume a uniform, typically

worst-case, operating temperature, but temporal and spatial tem-
perature variations affect expected device lifetime. This paper
presents a model that accounts for temperature gradients, dra-
matically improving interconnect and gate-oxide lifetime pre-
diction accuracy. By modeling expected lifetime as a resource
that is consumed over time at a temperature-dependent rate, sub-
stantial design margin can be reclaimed and/or less expensive
cooling systems may be used. This report is superseded by TR
CS-2004-08.

Keywords—reliability, electromigration, gate oxide break-
down, thermal management, gradient

1. Introduction
As CMOS technology continues to scale, power density of

VLSI circuits has unfortunately been scaling too, and this rapid
increase is widely expected to continue. Yet tolerable operat-
ing temperatures usually remain fixed from generation to gener-
ation, independent of power density. This is because many aging
mechanisms in VLSI circuits proceed at a rate that is temperature
dependent, and product-lifetime requirements dictate the maxi-
mum aging rate. For most applications, maximum temperatures
are therefore limited to around 100–120◦ C. Unfortunately, this
means that rising power densities impose rising cooling costs
that may eventually become so prohibitive that they limit the de-
velopment of new products.

Historically, the temperature dependence of many aging pro-
cesses can be empirically modeled by the Arrhenius Equation

MTF = MTF0 exp

(

Ea

kT

)

(1)

where MTF0 is the mean time to failure at a specified refer-
ence temperature, Ea is the activation energy of the failure, and
k is the Boltzmann constant. A detailed model based on the
physics of interconnect electromigration (EM) and gate-oxide
breakdown, two common temperature-dependent IC aging pro-
cesses, can be found in [1] and [2].

However, these models do not account for dynamic temporal
or spatial temperature variations, which have been experimen-
tally shown to have a significant impact on circuit lifetime [3].
Using existing models, circuit designers must assume a constant
temperature (usually the worst-case temperature) for the entire
circuit, resulting in inaccurate lifetime estimations and excessive
design margins.

This paper presents a temperature-dependent reliability model
for interconnect EM. The most important contribution in this
model is the ability to take into account temporal and spatial
temperature gradients and, therefore, more accurately predict
circuit lifetime. We also show that the same modeling approach
can be used to account for temporal temperature gradients when
modeling gate-oxide breakdown. Compared to a standard de-
sign methodology that uses a worst-case temperature threshold
to achieve an expected lifetime, reliability models that account
for temporal and spatial gradients are able to extract higher per-
formance given a particular cost constraint, or to reduce cooling
costs while maintaining performance. A particularly attractive
approach for taking advantage of information about temperature
gradients is to treat circuit lifetime as a resource that is consumed
over time by temperature, which fits well with recent techniques
for dynamic, runtime thermal-management techniques that adapt
to specific workload behavior to maximize circuit performance
while still meeting reliability requirements. A chip can, in real
time, use periods of low temperature to offset brief periods of
higher temperature.

2. Interconnect Reliability Analysis With Temperature
Gradients

Interconnect EM is the process of self-diffusion due to mo-
mentum exchange between electrons and metal atoms. Clement
[1] presents a 1-D analytical model of EM-induced interconnect
stress build-up that matches empirical measurements. An inter-
connect failure occurs when the stress reaches a threshold value
σth. The stress build-up caused by atom dislocation can be de-
scribed by the following equation [1]

∂σ

∂t
−

∂

∂x

[

Da

(

BΩ

kTL2ε

) (

∂σ

∂x
−
q∗LE

Ω

)]

= 0 (2)

where σ(x, t) is the stress function, x is the 1-D position and has
been normalized to [−1, 0] for simplicity; Da is the diffusivity
of metal atoms, which has the Arrhenius form of temperature de-
pendency: Da = Da0 exp(−Q/kT ); B, Ω and ε are constants
depending on the properties of the metal, the surrounding ma-
terials and the interconnect aspect ratio; L is the characteristic
length of the interconnect; q∗ is the effective charge; and E is
the applied electric field, which is equal to ρj, the product of
resistivity and current density. The term q∗LE/Ω corresponds
to a back-flow flux due to the electric field and determines the
steady-state stress solution of Eq.(2).

Clement’s reliability analysis was performed assuming a tem-
porally and spatially uniform temperature [1]. In the following
two subsections, we extend his model to investigate the effects
of temporal and spatial gradients to interconnect lifetime predic-
tions.
A. Temporal temperature gradients

From Eq.(2), if we define

β(T ) = Da

BΩ

kTL2ε
= Da0

BΩ

kTL2ε
exp(−Q/kT ) (3)

without the spatial temperature gradients, we have

∂σ

∂t
− β(T )

∂

∂x

(

∂σ

∂x
−
q∗ρjL

Ω

)

= 0 (4)

From Eq.(4), we can easily verify that for two different β(T1)
and β(T2), we have

σ2(x, t) = σ1[x,

(

β(T2)

β(T1)
t

)

] (5)

where σ1 and σ2 are stress build-up solutions at temperatures T1
and T2. This shows the advantage of defining β according to
Eq.(3)—Eq.(5) implies that σ1(t1) = σ2(t2) = σ3(t3) = · · ·, as
long as β(T1)t1 = β(T2)t2 = β(T3)t3 = · · ·. β can therefore
loosely be considered a rate of aging that is dependent on each
wire’s characteristics. We can also define a “transformed time”
ϕth = β(T )E(tf ), where E(tf ) is the expected time to failure.
ϕth is an attractive quantity because it is invariant with respect
to individual wire characteristics (β).

Figure 1 illustrates the numerical solutions to Eq.(4) by show-
ing the maximum stress build-up along the interconnect for sev-
eral different values of β(T ), with the same initial and bound-
ary conditions. Steady-state stress is determined by the term
q∗ρj L/Ω. As dictated by Eq.(5) and seen in Figure 1, when
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Fig. 1. Numerical solutions of Eq.(4) follow the same track before
failure for different values of β.

plotted as a function of transformed time, solutions for differ-
ent β values follow the same track before reaching their steady
states. Also shown in Figure 1 are an example threshold stress
σth = 108 Pa (which is within the range of typical values for
critical stress failures) and the corresponding transformed time
ϕth = β(T )E(tf ). It follows that E(tf ) = ϕth/β(T ) is the
true time to failure, and 1/E(tf ) = β(T )/ϕth is the failure rate.
Notice that ϕth is constant for all of the interconnects that will
eventually fail. In some cases, if j·L is less than a critical value
(j·L)c, the steady-state stress build-up is below σth, and the in-
terconnect will never fail [4].

If temperature is a function of time, T (t), we can summarize
the above analysis by

ϕth =

∫ E(tf )

0

β(T (t))dt = E(β(T (t)))·E(tf ) (6)

where E(β(T (t))) is the expected value of β(T ) over time
E(tf ). The expected time to failure is therefore

E(tf ) =
ϕth

E(β(T (t)))
(7)

A key implication of this new model is the increased flexibil-
ity for dynamic thermal management. Existing techniques typ-
ically specify a fixed temperature threshold based on a defined
lifetime goal, and the hardware must ensure that the operating
temperature never exceeds that threshold. Our analysis shows
that this limitation is overly conservative. Instead, Eq.(6) reveals
that interconnect lifetime can be modeled as a resource that is
consumed during circuit operation at a rate of β(T ). Therefore,
it is safe to overshoot the fixed temperature threshold for limited
periods of time in order to obtain higher circuit performance,
and then later compensate for the excess lifetime “consumption”
with lower temperatures to ensure the lifetime requirements are
still satisfied. Other dynamic thermal management techniques
that exploit the flexibility provided by this new model will be
explored as part of future work.

In addition, it can be shown that β(T (t)) is a convex function
with respect to temperature within the normal operating temper-
ature range. By applying Jensen’s inequality for convex func-
tions, we have

E(β(T (t)))≥ β(E(T (t)))

which, according to Eq.(7), leads to another key observation:
a constant temperature T will always yield a longer expected
lifetime than a time-varying temperature with an average of T.
Damping temporal variations can therefore permit a higher oper-
ating temperature and performance while maintaining the speci-
fied expected lifetime.
B. Spatial temperature gradients

The other aspect of temperature-aware interconnect EM anal-
ysis is the effect of temperature variation over the length of a
wire, that is, interconnect temperature as a function of position,
T (x). This is a concern because atom diffusivity, which is ex-
ponentially dependent on temperature as shown in Eq.(3), varies
along the wire with temperature. This leads to a different stress
build-up distribution than that for a spatially constant wire tem-
perature.

To illustrate the importance of spatial gradients, we consider
several simple temperature profiles along a wire: 1) current flows
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Fig. 2. Solutions for a linear spatial temperature gradient along a wire,
together with solutions to constant max, min and average temperatures.
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Fig. 3. Solutions for a parabolic spatial temperature gradient along a
wire, together with solutions to constant max, min and average
temperatures.

from a hot to a cold region of the design with a linear temper-
ature profile; 2) the reverse, with current flowing from cold to
hot with a liner temperature profile; and 3) a temperature pro-
file that is parabolic, with the lowest temperatures at the ends
and maximum at the center of the wire, as might be found if the
wire is within a circuit area of uniform power distribution that is
surrounded by a colder region.

By numerically solving Eq.(2) for each of the three tempera-
ture profiles, we can plot the maximum stress build-up on the
wire over time, as shown in Figures 2–3. These plots also
include the stress build-up curves corresponding to three dif-
ferent spatially constant temperatures: maximum temperature
Tmax = 150◦C, minimum temperature Tmin = 60◦C and the
average wire temperature for the spatial gradient profiles above).
The critical stress for the wire to fail is again set to 108Pa.

It is clear from Figures 2–3 that the actual stress build-up of
a wire with spatial temperature gradients cannot be accurately
modeled using a spatially constant temperature. With the lin-
ear temperature profiles in Figure 2, the actual stress build-up is
bounded above by that of the maximum temperature and below
by that of the average temperature. Interestingly, when the stress
build-up is small (e.g., less than 107Pa), the spatial gradient EM
can be well approximated by that of the constant maximum tem-
perature, but when the stress build-up is close to saturation, the
spatial gradient plot is similar to that of the constant average
temperature.

Although the high-to-low and low-to-high temperature pro-
files have the same maximal values of stress build-up over time,
the direction of the stress in these two cases are opposite. A
wire with a low-to-high temperature gradient in the direction of
the current is more prone to an “open” failure, because the dif-
fusion of metal atoms (i.e., tensile stress) is more severe at the
high-temperature end of the wire. Conversely, “short” failures
are more common for wires with high-to-low temperature gra-
dients in the direction of the current, because accumulation of
metal atoms (i.e., compressive stress) is more severe at the high-
temperature end of the interconnect.

Of even greater interest is the parabolic gradient in Figure
3, where the stress build-up is bounded above by the average
case, even though some parts of the wire operate at temperatures
higher than that average. Detailed analysis reveals that the sym-
metric temperature distribution along the wire has a damping
effect on atom migration, reducing the diffusion speed incurred
by the constant maximum temperature.

In the above analysis, we assume that the spatial profile of
the temperature is unchanged over time. Future work includes
developing an interconnect reliability model that combines both
temporal and spatial gradients—in other words, the spatial gradi-



Fig. 4. Arrhenius plot for thin oxide breakdown showing non-linear
trend with greater slope at high temperature, which means the
breakdown process exacerbates at higher temperatures for thinner gate
oxide. (adapted from [2])

ent itself exhibits variations over time. So far we are proposing a
conservative approach to solve this problem by finding the worst
spatial gradient and applying our analysis to that.

3. Gate-Oxide Reliability Analysis With Temperature
Gradients

Generally speaking, CMOS gate-oxide breakdown is a com-
plicated process caused by hot electrons and holes together with
other microscopic reactions. Over the years, the thickness of
CMOS device gate-oxide has been scaled down to only a few
molecular layers as CMOS technology advances. With thinner
gate-oxide, Figure 4, adapted from [2], shows that the time-to-
break-down follows a nonlinear Arrhenius trend with respect to
device operating temperature. This means that gate-oxide break-
down will become worse for future technologies with thinner
gate-oxides and higher device operating temperatures. Reliabil-
ity analysis for gate oxides is therefore growing in importance.

The correct physical model for gate-oxide breakdown is far
from being settled. Here we merely wish to observe that the
same approach that we described in the previous section will
also improve the precision of modeling gate-oxide breakdown.
We base our analysis here on work by Cheung [2], who argues
that thin oxide breakdown is due to the accumulation of neutral
defects. The involved reactions are

V + h+
k2
−→
←−

k3

P
k4
−→

e−
N

where V is a precursor site, P is a intermediate site, and N is a
neutral defect. He proposes a model for the calculation of neutral
defect concentration, which can well explain the fast temperature
acceleration in ultra-thin oxide-breakdown and the nonlinear Ar-
rhenius behavior. The model is

[N(t)] =
[V ]0k2Jhk4Je

(k3 + k4Je)2
(1 − e−(k3+k4Je)t) (8)

where [N(t)] is the time-dependent neutral defect concentration
which has a threshold value [N ]th. If [N(t)] > [N ]th, the oxide
is considered broken-down; [V ]0 is the initial concentration of
the precursor sites which can be converted to neutral defect sites
by first capturing holes/protons followed by capturing electrons.
Jh and Je are the hole and electron current density through the
gate oxide. k2,k3 and k4 are the rates for the above microscopic
reactions, and they all have the Arrhenius form of temperature
dependency (B2,B3 and B4 are constants.)

k2,3,4 = B2,3,4exp

(

−Q2,3,4

kT

)

Thus, if we define

γ(T )=k3+k4Je =B3exp

(

−Q3

kT

)

+JeB4exp

(

−Q4

kT

)

(9)

and consider the term α(T ) = ([V ]0k2Jhk4Je)/(k3 + k4Je)
2

in Eq.(8) as a constant because α(T ) is weakly dependent on
temperature compared to the term e−γ(T )t, which is super-
exponential, we have

[N(t)] ≈ α(1 − e−γ(T )t) (10)

We find that we can use exactly the same method we used in
Section 2(A) when analyzing the effect of temporal temperature

gradients on interconnect reliability: define ψth = γ(T )tbd as
the transformed time at which the defect concentration reaches
[N ]th. Therefore, tbd = ψth/γ(T ) is the time-to-breakdown.

If temperature varies over time (i.e., there is temporal temper-
ature gradient T (t) at a particular device) we have

ψth =

∫ tbd

0

γ(T (t))dt

Thus, γ(T (t)) is the rate at which the gate-oxide’s lifetime is
consumed. Similar to Section 2(A), we can argue that analysis
based on a uniform worst-case temperature is overly conserva-
tive. We have only considered temporal temperature gradients in
this section because CMOS devices are so tiny that spatial tem-
perature gradients do not apply to individual devices for gate-
oxide reliability analysis.

4. Temperature-Aware Design Using Temperature
Gradients

In this section, we present an interconnect reliability case
study showing the benefits of temperature-aware reliability anal-
ysis. The effects of temporal and spatial temperature gradients
on EM failure are investigated for a simulated 0.13µm micropro-
cessor. Interconnect temperatures are obtained from a new, vali-
dated compact thermal model we have developed that divides the
chip area into a fine grid of equal-area cells. We briefly introduce
the thermal model and its utility to the VLSI design community,
and then present and discuss the simulation results. In this paper,
we do not perform a case study for gate-oxide reliability analy-
sis due to the fact that the appropriate values of k3 and k4 were
not discovered in the literature. Such a study will be part of fu-
ture work, but based on the similarity of the analysis, we expect
that accounting for temporal temperature variation in gate-oxide
reliability would yield similar benefits as for interconnect EM.
A. A grid-like compact thermal model

The accuracy of reliability analyses using the models pre-
sented here depends greatly on accurate and detailed tempera-
ture estimations. A useful model must be able to simulate tran-
sient, not just steady-state, temperatures. It should also be pa-
rameterized so that a correct model is generated regardless of
the materials, layout, or thermal package. Finally, different lev-
els of granularity should be supported, so that thermal analysis
can be a part of the design process from early architectural stud-
ies through different circuit-design stages, including detailed de-
sign, placement, and routing.

We have extended our prior HotSpot model [5], which meets
the first two requirements but was only designed to model tem-
perature at a microarchitecture level of granularity. Instead of
the ad-hoc structure of that original model, we have developed a
grid-based model that accommodates the required range of gran-
ularities. The grid-based model is also necessary for obtaining
data for spatial temperature gradients. For example, the grid can
be set to the granularity of individual fundamental circuit struc-
tures, standard cells, functional units, etc. The grid-based ap-
proach is therefore more general. Its adjustable grid size enables
designers to perform temperature-related analyses at any level of
granularity, including the microarchitecture level targeted by the
original model. It is also useful to note that the new model can
be easily extended to a multi-resolution grid with fine resolution
in critical portions of the circuit and coarse resolution elsewhere.

Figure 5 shows the structure of the model. It consists of a grid
of cells, with each cell consisting of thermal resistors and capac-
itors representing silicon, heat spreader, thermal interface mate-
rial and heat sink. Validation shows that an essential component
of the model (in addition to the detailed model of the die and the
various components of the thermal package) is the thermal inter-
face material between the layers of the thermal package. (After
modeling the interface material, the spatial temperature gradient
across the die increases to a range of 30 to 50 degrees, which is
more accurate than the gradient of about 10 degrees predicted in
[5].) This extended thermal model is also able to predict inter-
connect temperatures by adding layers of thermal resistors and
capacitors representing interconnect metal layers together with
inter-layer dielectrics and vias that are above each of the silicon
grids. The numerical solution for the grid-based compact model
follows the same algorithm used in [5].

Another important improvement over our prior work is phys-
ical validation of the thermal model, which we have performed
by comparing the estimated silicon surface temperatures from
the model against those obtained with a commercial thermal test
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Fig. 5. Example structure of the grid-like compact thermal model with
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Thermal capacitors and heat sources are not drawn for clarity.
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one power dissipater is shown here.)

chip [6]. The test chip has a 9x9 grid of power dissipating re-
sistors, which can be turned on or off individually, and a corre-
sponding 9x9 grid of temperature sensors; and can measure both
steady-state and transient temperatures for each of the power dis-
sipators. We build the same 9x9 grid-like chip structure in our
thermal model, turn on specific sets of power dissipators in the
test chip, and assign exactly the same power values at the same
locations in the grid-based thermal model. Figure 6 (I) compares
steady-state thermal plots for one particular pattern; and Figure 6
(II) compares transient temperature measurements. Power den-
sity in this experiment is 0.5W/mm2 in the heat-dissipating area.
As can be seen, our compact thermal model is quite accurate,
with the worst case error for steady-state and transient temper-
atures less than 5% and 7%, respectively. Similar results were
obtained for other power-dissipation patterns.
B. A case study: Impact of temperature gradients for typical

program behavior

To demonstrate the benefits of accounting for temporal and
spatial temperature gradients, we present a case study using tem-
perature values obtained from simulating a microprocessor with
characteristics similar to a 0.13µm Alpha 21364. Using the de-
scribed grid-based compact thermal model, we can obtain the
steady-state and transient temperature responses of the devices
and interconnect. For example, the transient thermal behavior
of interconnect above the floating point register is shown in Fig-
ure 7 for the SPEC2000 benchmark program applu, revealing
obvious temporal temperature gradients. The thermal-package
characteristics we used in simulating applu were derived so that
the constant temperature value that, according to Section 2A,
yields the same expected lifetime as the pattern in Figure 7 is
110◦C (a common limit). This temperature has also been plotted
in Figure 7 as a straight line.

These results illustrate the potential benefits of accounting for
temporal variation. If the lifetime budget is used to dictate only
some fixed worst-case temperature (e.g., 110◦C), then a more
expensive cooling solution is required to bring applu’s actual
behavior within specification while achieving the same perfor-
mance. The alternative is that the voltage and clock speed must
be reduced, or a dynamic thermal management technique must
be engaged to reduce processor activity and enforce the 110◦

limit whenever the operating temperature exceeds the thresh-
old. Using microarchitecture simulation techniques described
in [5], we estimate that selecting a lower design point for volt-
age and frequency would require a 13% reduction in clock fre-
quency; and that dynamic thermal management would reduce
performance by about 10% using dynamic voltage scaling and
50% using fine-grained fetch gating. If temporal temperature
variation is taken into account, none of these costly solutions are
needed!
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Now consider spatial temperature gradients along the inter-
connect. From the compact thermal model, for a typical point in
time we find that the temperature of the interconnect above the
floating point register is about 110◦C, while the temperature for
the interconnect above the adjacent floating point queue is about
73◦C, a 37◦C gradient for interconnect from the floating point
register to the floating point queue. From our temperature-aware
analysis shown in Figure 8, which plots the stress build-up over
time for this particular spatial-gradient pattern, we can see that
assuming a uniform average temperature along the interconnect
overestimates expected lifetime by 30% compared to the actual
case, and using a uniform maximum temperature underestimates
expected lifetime by 80%. This means that the typical approach
of worst-case analysis will yield drastically lower temperature
specifications than necessary, which again would require an un-
necessarily expensive cooling solution or unnecessary perfor-
mance sacrifices.

5. Conclusions

In this paper, we have presented a new approach to intercon-
nect and device gate-oxide reliability analysis that accounts for
temporal and spatial variations in temperature. We have also
developed and validated a dynamic compact thermal model for
simulating, at various levels of detail, the time-dependent evo-
lution of on-chip temperatures across an IC. Reliability analy-
sis using temporal and spatial gradient values obtained from a
real application on a simulated processor show the importance
of accounting for temperature gradients. Worst-case analysis
can drastically underestimate expected lifetime, requiring either
unnecessarily aggressive and costly cooling solutions or else re-
ductions in power dissipation that incur unnecessary sacrifices
in IC performance. We propose that, instead of designing for
a maximum tolerated temperature based on a worst-case anal-
ysis, expected lifetime should be viewed as a resource that is
consumed over time at a temperature-dependent rate. This dy-
namic, reliability-driven approach to managing operating tem-
perature fits particularly well with the recent advent of dynamic
thermal management techniques; and this paper shows that life-
time requirements are the proper objective function rather than
fixed temperature thresholds. This modeling approach will be
extended to other failure mechanisms and integrated with tech-
niques for real-time thermal management.
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