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Abstract

As network technology provides the capability to handle multimedia traffic and the demand
of multimedia services increases, protocols are required for effective communication of multime-
dia data in a distributed environment. Synchronization is one of the key issues in a multimedia sys-
tem. Most of the current approaches do not support an integrated solution to the problem of
synchronization. In this paper we propose a mechanism for synchronization of multimedia data in
distributed environment where the accuracy of the protocol can be tailored to the application. The
system model supports live and video-on-demand service. We present a scheme where the specifi-
cation of the temporal requirements provided by the application can be directly mapped to obtain
the information necessary to enforce the synchronization required. We present two examples of
specifying the temporal requirements and process of obtaining the information and present perfor-
mance results of our simulation studies.

1. Introduction

One characteristic of multimedia information systems is the need to compose data of vari-
ous types and origin for presentation, storage and communication [LiGa90]. Data may be stored
locally in singular database or remotely in distributed database servers. One of the greatest chal-
lenge ensuing from such a scenario is the need for synchronization to realize successful retrieval,
communication, composition and presentation of multimedia objects.

Synchronization refers to making things happen in certain time order, or more specifically,
coordinating the real-time presentations of information and maintaining the time-ordered relations
among component media [QaWo93]. A specification model is needed that describes the objects
completely by taking into account all the temporal relationships. Examples of such a model include
the Object Composition Petri Net (OCPN) model proposed by [LiGa90].

Synchronization can be categorized into two types: intramedia synchronization and inter-
media synchronization. Intramedia synchronization is concerned with delivering each object in
time to meet the respective playout deadline. Policies used to ensure this include the generation of
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a transmission schedule by deriving transmission deadlines from the playout deadlines after taking
network and other delays into account [QaWo93]. Inter-media synchronization is required where
some temporal relationship exists between two objects in a multimedia object which is required to
be maintained. An example is lip-sync between an object of type audio and an object of type video.
In this paper we shall be dealing primarily with intermedia synchronization issues.

The problem of maintaining synchronization among related multimedia streams is quite
challenging in a monolithic environment. In a distributed scenario a number of parameters add up
that make the problem even more tough; these include the network jitter, absence of a single clock
and the difference in the clock speeds of the various devices at the destination. A comprehensive
solution to this problem would call for a mechanism for specifying the temporal requirements at
the application level. This specification model should be directly mapped to the generation, com-
munication and the control of synchrony of the multimedia data.

Among the recent efforts that have been made to address the problem of synchronization is
the scheme of multiplexing the media elements over the same virtual circuit connection [LeBa90].
It has the advantage of being simple to implement but has the disadvantage of hindering commu-
nication efficiency. Furthermore the approach is possible only if all the media streams are transmit-
ted by a single source to one destination. The synchronization channel scheme described in
[Shep90] uses an additional channel to carry the synchronization information and as a result the
data need not be modified. However, it constitutes the overhead of an additional channel and mes-
sages. Another approach is to provide elastic buffers as suggested in [ShHu92]. An elastic buffer
provides flexibility according to the burstiness of the stream. This scheme does not require syn-
chronization markers since synchronization is done at the buffer level. However, the scheme has
the drawback in that the destination should prepare sufficient buffer space on demand without hav-
ing a priori knowledge of the maximum buffer size. In the method suggested by [LiGa91], the
buffer requirement for each stream at the destination is estimated, and the estimation is used as a
parameter for the communication connection.

Steinmetz [Stei90] and Little and Ghafoor [LiGa90] have discussed methods for formally
describing the synchronization requirements in a multimedia environment. Steinmetz discussed
the characteristics of a multimedia system and presented a set of constructs for expressing inter-
media relationships; Little and Ghafoor evinced a strategy for formal specification and modeling
of multimedia composition with respect to inter-media timing, based on the logic of timed Petri
nets. Hoepner [Hoep92] explored the synchronization of multimedia objects for presentation based
on the Petri net model. Anderson and Homsy [AnHo91] described algorithms for synchronization
among interrupt-driven media I/O devices, but they are only applicable to single site multimedia
workstations. Nicolaou [Nico90] attempted the synchronization problem in a two-level scheme; by
defining explicit synchronization properties at the presentation level and by providing control and
synchronization operations at the physical level. Escobar et. al [EsDe92] presented an adaptive
flow synchronization protocol that permits synchronizing in a distributed environment. The proto-
col however, operates under the assumption that global synchronized clocks are present which is
not a very practical assumption considering that ATM networks will not provide a global synchro-
nized clock [Rang92].
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Rangan et. al [Rang92] proposed a feedback technique to detect asynchronization among
the media streams in a distributed environment and to steer them to synchrony thereafter. The accu-
racy with which the multimedia server can detect the instant of playback of a media unit at the des-
tination - that is the accuracy of detecting the asynchrony - is however bounded by the network
jitter. In wide area networks in particular the jitter may be greater than the acceptable asynchrony
among the media streams, thereby restricting the purview of the mechanism.

All the approaches mentioned above suffer from at least one or both of the following draw-
backs.

•  The approaches proposed do not support an integrated solution to the problem of synchroniza-
tion. That is, schemes that allow the synchronization requirements among the media objects to
be specified at the application level which may be automatically be translated to the generation,
storage, communication of the data are not present.

• Secondly, the schemes for synchronization do not adapt to the application. In the face of the
wide range of applications that multimedia systems are expected to reach, ranging from real-
time remote surgery to entertainment applications, we believe that the accuracy of the proto-
cols in detecting and resolving the asynchrony should be dependent on the application at hand.
Though it may be argued that attempting to achieve high accuracy would be desirable irrespec-
tive of the application, greater accuracy would also mean greater demand for resources.

• Furthermore, most of the schemes for enforcing synchrony do not consider all the temporal
relations that may exist among the media streams and hence the inability to incorporate syn-
thetic media data.

The original OCPN model proposed by [LiGa90] was a model for specifying temporal
requirements at the presentation level only. It could not be directly mapped to the transmission of
data and the controlling of asynchrony among the media streams. An extended model (XOCPN)
has been proposed by [QaWo93] that specifies the communication requirements and describes the
communication and synchronization operations needed for retrieval, composition and presentation
of multimedia objects. This approach is based on assigning synchronization interval units which
are marked with synchronization interval number. These sequence numbers are used at the desti-
nation by the application to determine the asynchrony among the media streams. This model is
highly restrictive in that it assumes that all the media streams arrive at a single destination. This
may not be true for a wide range of applications as teleconferencing. Furthermore, this approach
imposes the burden of synchronization on the receiver which may not be desirable.

In this paper we discuss a new model for guaranteeing synchronization among media
streams where the accuracy of the scheme can be varied according to the application. We show how
the specification of the temporal requirements at the application level are directly mapped to the
actual generation, storage, retrieval and communication of data so as to maintain synchrony among
the related media streams. The model offers support to live and video-on-demand service, does not
assume the presence of a single global clock in a distributed environment and supports both natural
and synthetic data. We also discuss the performance of our scheme based on the simulation results.

The rest of the paper is organized as follows. In Section 2 we discuss our scheme of gener-
ating, storing, communicating and eventually detecting the asynchrony among the media streams.
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In Section 3 we discuss the different types of temporal relations that may exist among two or more
time intervals. In Section 4 we discuss the OCPN model and illustrate how the model may be
directly mapped to our synchronization scheme. We present two examples in Section 6 and discuss
the performance of our scheme in Section 7. We conclude in Section 8.

2. Synchronization Model

The system model for the on-demand multimedia server comprises of a multimedia server
(MMS) connected to the display units via a network [Rang92]. The various sites that generate the
data to be stored in the MMS may also be connected over the network resulting in the system model
of figure 1. The data stored in the multimedia server is retrieved on demand for display at the des-
tination sites. The synchronization requirement is that the data at the destination sites should be
displayed in the same time order as it was generated at the sources.

We approach the problem of synchronization in four phases: determination of normalized
clock times, the assignment of normalized relative time stamps to the media units, the detection of
asynchrony among the media streams and the resolution of asynchrony if any among the media
streams. In this chapter we describe each of these processes. Though our schemes enforces syn-
chronization of all possible temporal relations, for the ease of understanding in this chapter we
focus primarily on the equal temporal relation. Discussion of other temporal relations is done in
Section 3.

We distinguish between our approach and the approach adopted by Rangan [Rang93] as
follows. Rangan adopts a scheme where the time the media units are generated at the source and
subsequently displayed at the destination is predicted. This mechanism seems quite pragmatic in a
distributed clock environment [Rang93]. However, the accuracy with which the relative time-
stamps are assigned is dependent on the network jitter and if the requirements for synchronization
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for an application be stringent or we were to operate in a wide area network environment where
the network jitter is quite large, the approach would not be useful. The scheme we propose how-
ever, is based on the normalization of clock times. The accuracy of assigning the relative time-
stamps and eventually controlling the synchronization is a function of three parameters (discussed
below). Altering any of these parameters would alter the accuracy of assigning the relative time-
stamps and may be acclimatized to the application at hand. Furthermore, our scheme overcomes
all the limitation mentioned is Section 1 that are associated with the current protocols.

2.1 Determination of Normalized Clock Times

Normalization of clock times is a process carried out by the MMS to establish a relation
between the clock of the MMS and the clocks of the sources (destinations). This process is carried
out during the assignment of normalized relative time-stamps and while detecting the asynchrony.
The process of determining the respective clock times is carried out as follows.

A network session with a jitter bound is established from the MMS to the various sources
S1, S2,..., Sn. A trigger packet is sent from the MMS to the various sources simultaneously and
after an interval  another trigger packet is sent. On receiving the trigger packet the various sources
sent their respective clock times to the MMS. The respective clock times are normalized to the
MMS clock and the times thus obtained are referred to as the normalized clock times. The process
is explained below.

Let  and  be the instants with respect to the clock of the MMS at which the two
trigger packets are sent by the MMS and and  be the instants at which these two trig-
ger packets arrive at the source with respect to the clock of the source. Then an instant according
to the clock of MMS will correspond to the instant with respect to the clock of S1 where

The above equation would be correct if both the trigger packets experience the same delay in reach-
ing the source from the MMS, that is, if there is no jitter in the network session. Since it is not prac-
tical to assume zero jitter, if  be the jitter bound on the established, we obtain the maximum error
or deviation from Equation (4.1) that may be introduced due to the jitter as:

If dif ferent QOS sessions are established from the MMS to the various sources and the jitter bound
of the different sessions is different, i.e. the network jitter of the sessions from S1 to MMS is dif-
ferent from the network jitter of the session from S2 to the MMS and so on, then the error is given
by

where  denotes the maximum of the jitter bounds among the sessions established.
After receiving the response of both the trigger packets, the session is terminated, because this ses-
sion, in which the timing information is obtained should have a very low jitter bound and is hence
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expensive in terms of the resource utilization.

2.2 Assignment of Normalized Relative Time-Stamps

Of the various approaches for synchronization, we adopt the marker model owing to its
simplicity and the advantage it offers for data storage. As media data is generated at the sources,
markers are assigned at regular intervals to the media data which reflects the time they were gen-
erated at the sources. It may be observed that markers being inter-spread at equal time intervals
need not necessarily correspond to equal amount of data being inter-spread between the markers.
The primary reason for this is that many of the compression algorithms used to compress media
data are sensitive to the content of the data. And hence different images which are of the same time
interval may have different sizes in compressed form. By assigning the markers, a relative time
order is established among the various media units and we refer to these markers as thenormalized
relative time-stamps (NRTS). It is this relative time order that should be preserved among the media
data from the source to the destination to meet the requirement of synchronization. The normalized
relative time-stamps are distinguished from relative time-stamps in the manner in which these
time-stamps are assigned. The process of assigning time-stamps would be very straight forward if
we were to operate under the assumption of a single global clock, as the relative time-stamps could
correspond to the actual clock times of the sources. However this assumption would make the
model highly restrictive.

The aim in assigning RTS is to assign the same RTS to the media units in different media
streams that observe the desired temporal relation at a particular instant of time. In this section we
restrict the discussion to the “in-parallel” or the equal temporal relation. Thus we wish to assign
the same RTS to the media units that are generated at the various sources at the same time instant.
The other possible temporal relations are discussed in Section 3.

Consider the scenario depicted in figure 2 where media streams being generated at sources
S1, S2..., Sn are stored at the multimedia server (MMS) along with the respective RTS. The protocol
of assigning the RTS is executed in two phases. The first phase is to establish a relation between
the various source clocks and the clock of the MMS which is achieved by the process discussed in
Section 2.1. The second phase is to send the media data from the sources and assign the appropriate
RTS at the MMS.

After the normalized clock times have been obtained, a new session with no restriction on
the jitter bound is established between the media sources and the MMS. The media packets are then
time-stamped by the respective sources and sent to the MMS. On receiving the media packets the
MMS normalizes all the clock times using equation (1) to its own time reference. It can then be
determined with an accuracy of if the media units were generated at the same instant at the var-
ious sources and if they should be assigned the same RTS. Note that time-stamps are the actual
clock times according to the respective clocks at which the media packets are sent by the different
sources while relative time-stamps represent an order among the different media units and are inde-
pendent of the physical time.

ε
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The maximum error  that may be introduced in a packet depends upon the time at which
the previous trigger sequence had been generated. Later a media unit is sent out by the media
sources after the termination of a trigger sequence, greater is the maximum error that may be intro-
duced. Hence to ensure a low value of error, the trigger sequences are sent periodically, that is the
process of obtaining the clock relationship is carried out periodically. It is evident from equation
(2) and the periodicity of determining the clock relationships that the error is a function of three
variables namely, the network jitter, the periodicity  with which the clock equations are obtained
and the interval  between the sending of the first trigger packet and the second trigger packet. The
error is directly proportional to the network jitter but inversely proportional to and . Hence alter-
ing any of these three parameters can control the accuracy. This renders the scheme very flexible,
because depending upon the environment the appropriate parameter can be altered. For instance,
if the jitter bound on the network session established is relatively high but the session can be
retained for a longer period then  and  may be increased, leading to the same accuracy as a ses-
sion with a lower network jitter bound and a shorter period.

The scheme has the advantage of being very adaptable, very simple to implement and con-
stitutes very little overhead. Though our protocol has some characteristics of a synchronization
protocol it is different in the following ways. Our protocol incurs very minimal overhead at the
receiver. The only function that is expected of the receiver is to sent back the times at which they
receive the RTS. The communication overhead is also very minimal. The only traffic besides the
data are the trigger packets and the feedbacks from the receivers both of which carry very little
amount of data. Our protocol unlike any other synchronization protocol regulates the accuracy of
synchronization based on the needs of the application. It hence balances the resources required for
ensuring synchronization and the accuracy necessary for the application. The drawbacks that are
generally associated with a complex synchronization protocol [Rang 93] are hence dispensed.

2.3 Detection of Asynchrony

The media data stored at the MMS would be required to be displayed at the destinations at

Figure 2. Assignment of RTS to the media data
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some instant of time. The challenge is to playback the various media streams at the destination such
that the various media units with the same RTS observe the temporal relation (that is media units
with the same RTS are played simultaneously) - cases besides the equal temporal construct are dis-
cussed in section 3. To accomplish this, the process of normalizing clock times coupled with
obtaining timed feedbacks from the media destinations is adopted.

Initially a quality of service session that has a low network jitter bound is established
between the MMS and the various destinations. Two trigger packets separated by a time interval
are sent by the MMS to the various destinations simultaneously. The destinations on receiving the
trigger packets send back their respective clock times to the MMS. Using equation (1), MMS nor-
malizes the various clock times to its own time reference. The QOS session is then terminated and
media data is sent to the display units. On receiving the media data the destination sites send back
a feedback to the MMS that contains the time at which the media unit was displayed. The MMS
can determine with an accuracy  if the media streams are in synchronization. This is accom-
plished observing whether or not the RTS of the same value from different media streams are dis-
played at the destinations at the same instant. If not synchronized, necessary action is taken to re-
synchronize them. The error  is the maximum error that may be introduced. The actual value of
the error that is introduced ( ) may range from a minimum of 0 to a maximum of . Owing to this
range of error that is introduced we cannot for a certain interval determine if the streams are in syn-
chrony or not. Specifically if  and  be the time instant, according to the clock of the MMS, of
the data units of two streams reaching the respective destinations and  be the tolerable asyn-
chrony, then

• Synchrony among the media streams is guaranteed if .

• The streams are necessarily out of synchrony if .                            (4)

• Synchrony may or may not exist for other times.

These cases are reflected in figure 3.

The policies used to trigger the synchronization mechanism if the streams are out of syn-
chrony may be conservative or aggressive [Rang 93]. Conservative policies trigger the synchroni-
zation mechanism only if , that is when it is assured that the streams are out of
synchronization. Aggressive policies trigger the synchronization mechanisms whenever there is
any possibility of the streams being out of synchrony, that is whenever synchrony is not assured.
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3. Other Temporal Relations

Synchronization refers to making things happen in certain time order [Stei 90]. There are
thirteen ways in which two time intervals may be interleaved of which 6 are inverse relations of
each other [Hamb72], [Litt90]. For instance the relationbefore is the inverse relation of the relation
after.

Most of the protocols for the synchronization of multimedia streams that have been dis-
cussed in the literature support the “in-parallel” or the “equal” temporal relation. Though it may be
argued that other temporal relations can be expressed in the form of the “equal” relation, we believe
that only a good appraisal of the other temporal constructs would enable an efficient solution for
synchronizing them [SoAg93]. We shall illustrate how the other temporal relations may very effi-
ciently be incorporated into our model.

One of the advantages that stems from introducing other temporal relations is its support to
synthetic media data. A virtual reality application may for instance require that a certain audio sam-
ple be triggeredx time units after the a video clip. The application places no constraints on the time
at which the video clip commences. This type of a requirement we observe directly translates to
theafter temporal relationship.

The proposed incorporation of the other temporal relations would require some subtle mod-
ifications both in our approach of the assignment of the time-stamps and the detection of asyn-
chrony. Unlike the conventional case where the time-stamps are assigned only at the front end, in
our approach relative time-stamps are assigned both at the rear and the front end of the media unit.
We define therear end to be the right side of the media unit and thefront end to be the left hand
side of the media unit. So if the RTS of a media unit bex then the RTS x is placed both at the rear
and the front end of the media unit. The process of detecting the asynchrony is analogous to the
discussion in Section 2.2. The difference is that the destinations send back the respective clock
times both when the rear or the front RTS arrive at the destinations. The decision whether the clock
times associated with the arrival of the rear RTS or the front RTS is considered in the determination
of asynchrony by the MMS depends on the temporal relation that exists among the media streams.
For instance, if the temporal relation is Ameets B then the arrival time of the front RTS of A and
arrival time of the rear RTS of B are considered. These values may be substituted for and
respectively in equation (4) to ascertain if the media streams are out of synchrony. Similar treat-
ment can be met to the other temporal relations too. For the relation Aoverlaps B shown in figure
4, the arrival time of front RTS of both the A and B media units is considered. The left hand side
of equation becomes  where  denotes the time interval expressed in the relationover-
lap. The information regarding the temporal relations among the media streams is passed on to the
MMS by the specification model provided by the application. We discuss the details of the speci-
fication model in Section 4. The reason that both the RTS are sent back and the decision of choos-
ing one of them is left to the MMS is to ensure that the display units need not be concerned with
the protocol and may all function in a uniform manner.

z1 z'

z1 z'– ti– ti
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4. Specification Model

In this section we discuss a model of specification and show how temporal relations
expressed in this form of specification can be used to control the asynchrony among the different
media streams.

We choose the OCPN model suggested by [LiGa90] for specifying the temporal relations
among the various media objects. We believe that the model is powerful enough to effectively
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specify any temporal relations that may exist among the various media streams. Furthermore, some
of the recent work indicates that the OCPN model can be enhanced to facilitate modelling of mul-
timedia synchronization characteristics with dynamic user participation [PaRa93]. We give a brief
description of the Petri net and the OCPN model as proposed in [LiGa90].

The Petri net is defined as a bipartite, directed graph N = (T,P,A) where

T = {t1, t2, t3, ..., tn}
P = {p1, p2, p3, ..... , pn}  and
A :
       I = {1, 2, ....}

T, P and A represent a set of transactions, a set of places and a set of directed arcs, respec-
tively [HoVe85]. A marked Petri net model NM = (T,P,A,M) includes M where M assigns tokens
to each place in the net.

M: ,
      I = {0,1,2, ....}

The Object Composition Petri Net (OCPN) augments the conventional Petri net model with
values of time, as durations, and resources utilization on the places in the net [LiGa90]. The OCPN
is hence defined as COCPN = {T,P,A,D,R,M,} where

D:  and
R: {r1, r2, r3, .... , rk}

D and R are mappings from the set of places to the real numbers (durations) and from the
set of places to a set of resources respectively. Also, associated with the definition of the Petri net
is a set of firing rules that govern the semantics of the model.

It has been shown that given any two atomic processes specified by temporal intervals,
there exists a Petri net (OCPN) representation for their relationship in time [LiGa90]. For example
the Petri net for the temporal interval overlaps is shown below.

The above specification of the Petri net model would correspond for instance, to an appli-
cation where the display of the audio data occurs after Pd time units after the display of the video
data. It can be shown that any temporal requirement can be expressed in the OCPN representation.
We shall present more examples of OCPN representations in Section 5.

T P×{ } P T×{ } I→∪

P I→

P R→
P →

Pa

Pb

Pa

PbPd
Pd

Figure 5. A Temporal Relation and the corresponding Petri net.
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4.1 Determination of feedbacks

From the discussion in Section 3 we observe that the primary difference in dealing with dif-
ferent types of temporal relations is in deciding the RTS whose feedback should be considered by
the MMS. For instance in the during relation the feedbacks of the front markers of both the media
streams needs to be considered by the MMS, while in the relation before the feedbacks of the front
RTS of one media stream and the rear RTS of the other media stream need to be considered. Given
temporal relations that exist among media streams, the challenge is hence to communicate to the
MMS the feedbacks that it should consider in different media streams. This information can be
obtained from the specification provided by the user. In this section we propose an algorithm to
determine the feedbacks to be considered by the MMS, given the OCPN specification provided by
the user.

When we traverse an OCPN model from a transition (bar) A to a transition B, we define
present_place to be the circle that we just traversed through. In figure 5, on reaching transition B
(from A) the present_place would be Pd. next_place is defined to be the place (circle) that would
be traversed if we were to traverse the arc emanating from the present transition. This circle should
be uniquely identified if there is more than one arc emanating from the transition. Each place in the
OCPN model has two components - the name of the circle as Pi and the value of the circle which
represents the time interval that the circle represents. The value of   the circle Pi is denoted by
val(Pi). E is an empty data unit which is introduced in an OCPN model to introduce some delay. ti
is the variable referred in Section 3. The algorithm used to determine the feedbacks to be consid-
ered is given below.

if at a transition only one outgoing arc

  move to the next transition

  II_marker := rear of present_place

  move to the next transition

  if present_place

    ti := 0                      /* meets */

    I_marker := front of present_place

 else ti := val(E)

      I_marker = front of next_place    /* before */

else     /* if more than one outgoing arc */

if neither next_circle ==

   I_marker := front_Pa

   II_marker := front_Pb   /* equal or start relation */

   ti := 0

else

   ti := val(E)

   move to the next pair of transitions    /* during or overlap relation */

   I_marker := front of present_place (Pm) which is not E

   II_marker := front of the next_place (Pn) which is E

E≠

E
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   if val(Pm) == val(Pn)+val(E) then

    ti := 0       /* finish relation */

    I_marker := rear of present_place

    II_marker := rear of next_place

The algorithm as described above has two restrictions. Firstly it deals with an OCPN model
where there are at most two arcs emanating from any transaction. Secondly the model as described
does not discuss the case where we begin traversing the OCPN model from a state different from
the start state. We define a transition A to be a start state if there is no place preceding the start state
(as in figure 5).

To account for the first restriction and to extend the algorithm for any OCPN we use the
subnet replacement strategy as mentioned in [LiGa90]. Let O1 be an OCPN with three arcs ema-
nating from the start transition A leading to the places P1, P2 and P3. The OCPN O1 is replaced by
OCPN O2 where there are two arcs out of transition A leading to subnet S1 and S2. The subnets S1
and S2 each contain two out of the three places. This approach is similar to the bottom-up approach
often used in software development.

We shall illustrate this concept in an example in Section 5. The solution to the second lim-
itation is straight forward. If we begin traversing the model from a transition A and there exists a
transition A’ such that there is an arc from A’ to A (in other words there is a place Px between A’
and A) then the rear marker of Px is also considered.

Following the above rules, the appropriate feedbacks to be considered for any given Petri
net can be ascertained.

5. Examples

In this section we present two examples which illustrate the schemes presented in the pre-
ceding sections. We first present the temporal requirements and show how the feedbacks that need
to be considered by the MMS can be determined from the specification. We then illustrate how this
information is used by the MMS to control the asynchrony among the media streams.

Let A1, A2 and A3 be three media streams which are being generated at three sources in a
scenario as depicted in figure 1. The relation between A1, A2 and A3 is shown in figure 6a. As the
media units of the three media streams arrive at the MMS they are assigned the relative time stamps
at the rear and the front end. The media units are then sent to the destination where the arrival times
of the rear and the front RTS are sent to the MMS. Let Ai

r and Ai
f denote the rear and front RTS of

a media unit of the stream Ai respectively. ti
r and ti

f denote the arrival time of the rear and front of
the media unit of stream Ai respectively. ni

r and ni
f denote the normalized clock times that are

obtained corresponding to ti
r and ti

f respectively, using equation (1). Let the maximum tolerable
asynchrony for the application be m.

Streams A1 and A2 observe the start relationship and A2 and A3 observe the finish relation-
ship. These requirements may be expressed by the OCPN shown in figure 6b. The OCPN of figure
6b may be reduced to the OCPN shown in figure 6c, where subnet 1 contains the places A1, E and
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A2 and subnet 2 contains the places A2 and A3. Using the algorithm given in Section 4, it can be
determined that the feedbacks that need to be considered are those of the rear RTS of A1 and A2
and the front RTS of A2 and A3. The times associated with these feedbacks are t1

f, t2
f, t2

r and t3
r.

The normalized times that would be obtained are hence n1
f, n2

f, n2
r and n3

r. If  be the maximum
error that may be introduced as explained in Section 2.1, the equations obtained for detecting the
asynchrony are:

 and

.

If the above equations are true, the streams are necessarily out of synchrony and the reme-
dial action would be required. The action may be to drop frames of one of the streams or to dupli-
cate frames of the other stream. If the above inequalities are not true then the following equations
are checked to see if the streams are in synchrony.

 and

If the above inequalities do not hold either then it may not determined with certainty if the
streams are in synchrony or not, as explained in Section 2.2.

The second example we present is from the requirements of one of the interfaces of the mul-
timedia information system that we designed for the department of echocardiography of the Uni-
versity of Virginia medical center [AgSo93]. For this example we only describe the process of
finding the appropriate feedbacks. The process of detecting the asynchrony after the feedbacks
have been obtained is similar to explanation given for the previous example. The interface consists
of a video display showing the motion of the heart of a patient. The motion is captured from dif-
ferent views and each view is played for a predetermined period. Corresponding to each view is a
still image and some text which are to be displayed for a certain time interval. An audio stream
which corresponds to the annotation of a physician and a text message are displayed throughout
the period the video is displayed.

The above requirements correspond to the temporal relations shown in figure 7. The spec-
ification of the these temporal requirement can be specified by the application using the OCPN
model as shown in figure 8.
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Figure 6  (a) A temporal requirement  (b) Specification of requirement  (c) Reduction of problem
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The relationships shown in figures 7 and 8 can be divided into intermedia relationships and

intra media relationships. Intermedia relationships deal with determining the feedbacks which need
to be considered by the MMS. Considering the intermedia relationships we have the following rela-
tions: (a1, v1, I_1, t_1, T), (at, vt, I_2, t_2), (ax, vx, I_3, t_3), (a2,v2), (a3,v3), (a4,v4) ..... (an,vn). All
of these observe the start relationship. Following the algorithm in Section 4, it is found that the
feedbacks to be considered are the front RTS of the media units that appear in the relations above.
Having found the feedbacks which need to be considered by the MMS, the MMS can determine if
the media units of the different relations maintain the synchrony. The process is similar as
described for example 1.

 The relations for the intramedia synchronization are: (a1,a2), (a2,a3) .... (an-1, an), (v1,v2),
(v2,v3) .... (vn-1,vn), (I_1,I_2), (I_2, I_3), (t_1,t_2), (t_2,t_3). A step toward achieving this goal is
to generate a transmission schedule by deriving transmission deadlines from the playout deadlines
after taking the network and other delays into account [LiGh91]. To compensate for anomalies,
appropriate handling schemes are required at the destination.
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Figure 7 Temporal requirements for a multimedia medical information system
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Figure 8 Specification of the requirements expressed in figure 7.
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6. Extension of the System Model

The system model discussed so far portrays a scenario where data is sent across the network
and is stored in a multimedia server to be later retrieved for display at the destination sites and it is
required that the synchrony among the media streams be maintained during the display. This model
can be efficiently extended to support synchronization of live multimedia data transfer across the
network, where data storage is not involved.

Consider figure 9. The sources A1, A2,..., An send media data across the network to the des-
tination sites B1, B2,...,Bn and we wish to guarantee synchronization among the media streams while
they are displayed at the destination. The difference between this model and the one discussed in
figure 2 is that in this model media data is not stored at any intermediate site. One of the merits
resulting from this model is that the multimedia servers which are very expensive devices can now
be replaced by a simple inexpensive computer to accomplish the same functionality. The cost asso-
ciated with the MMS is primarily owing to their storage media [Rang 92].

Consider a node on the network which is any simple computer. We call this node the syn-
chronization server and it is designated the task of executing a synchronization protocol which is
similar to the ones discussed in the earlier sections. Note that the synchronization server is different
from the multimedia server in that it does not have to store the media data and since the processing
of the synchronization protocol does not constitute much overhead, and the synchronization server
(SS) may be any node on the network, unlike a MMS which has a very expensive storage and is
dedicated to the task of managing the media data.

The synchronization scheme is carried on as follows. The media data from the different
sources is routed through the network to a node which assumes the functions of a SS. The various
media units are time-stamped at the sources and send to the SS across the network, and in the same
manner discussed in Section 2.1, the SS assigns RTS to the media units. The media units once time-
stamped are not stored at the SS but are forwarded to the destination sites. To detect asynchrony if

Media Sources Media destination

Figure 9. Synchronization of media data from source to destination across network

Network

A1

A2

An

B1

B2

Bn
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any at the destination sites, the SS establishes a network session with a low network jitter bound
with the destination sites and obtains the clock timing. The session is then terminated and a feed-
back mechanism is used to detect the asynchrony. The process carried out is similar to the one dis-
cussed in Section 2.2, in context of the multimedia on-demand type of a service.

The maximum error that may be introduced either while assigning the time-stamp or while
the data is delivered at the destinations is given by equation (2). The total error that may be intro-
duced in detecting asynchrony in the process of sending the data and delivering it at the destination
is hence .

A drawback which seems imminent with the above approach is that the SS may become a
bottleneck. However, the overhead introduced due to the assignment of the time-stamps to the data
units and the monitoring of the feedback units is not large and thus multiple nodes can be assigned
the task of the SS - or may also be adaptable depending upon the load at the various nodes. The
only requirement is that all the media streams that need to be mutually synchronized should be sent
to the same SS. The architecture depicted is now similar to that shown in figure 10. It may further
be pointed out that establishing a session between the SS and the media sources and the subsequent
sending of data does not require that the various sessions established have the same route. Different
routes with different jitter bounds may be used and the error equation may be calculated from equa-
tion (3).

7. Simulations

The simulation of our protocol was done on a SUN Sparc station using the SES simulation
environment. The primary goals of the simulation study were to verify the correctness of our
scheme, to observe the effect of varying some parameters on the error that is introduced and to ver-
ify that the actual error introduced is with in the bounds that we predict.
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The parameters on which the error introduced depends is given by Equation (2). These are
the jitter of the QOS session, the periodicity of sending the trigger packets, and the time interval
between the sending of the two trigger packets. The effect of the varying the delay of the network
while the data is being transmitted was also studied.

We assumed that the bound on the network delay and the jitter bound of the QOS session
followed a uniform distribution. We believe that changing the distribution will not make alter any
results that we have obtained. Without any lack of generality, the data packets were generated at
regular time intervals. The clocks of the MMS and the destinations ran independently and we did
not assume the presence of clock skews.

In the first simulation experiment the jitter of the quality of service session established for
determining the normalized clock times was varied. The trigger packets were sent after every 10
packets. We observe that the plot of the error introduced versus the packet number sent is a saw
tooth shaped curve (Figure 11). The error rises steadily reaching a maximum value just before the
next sequence of trigger packets is sent. Having sent the next sequence of trigger packets, the error
drops steeply. This is in agreement with the performance that would be predicted as given by Equa-
tion (2). In our simulations the interval between sending the packets was a multiple of t.
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We plot the value of the error introduced and the error bound for varying values of the jitter
of the QOS session to study the impact of the QOS jitter. Both the error bound and the error intro-
duced rise with the increase in the jitter bound. As we observe from Figure 12 the increase in the
error is a linear function of the jitter of the QOS session. The plots of the error bound are much
more symmetrical than the plots for the error introduced owing to the fact that the delay (and the
jitter) that is introduced in the various data packets is uniformly distributed. Since the error intro-
duced depends on the actual jitter introduced for a packet, the curves are not as symmetrical as the
ones for the error bounds. It is observed that the actual error introduced is well within the error
bounds predicted.

Next the effect of altering the time interval between the sending of the two trigger packets
was studied. As the time interval between the sending of two trigger packets is increased the error
introduced drops. This drop in error is very marked in the initial interval and decreases for larger
values of the time interval (Figure 13). This interval corresponds to t in the error equation.
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The effect of varying the periodicity of the trigger interval is quite interesting. The plot of
the error introduced versus a data packet does not seem to follow any particular pattern. The reason
is that, as we notice from Figure 12, the error introduced in a packet is dependent upon the time
relative to the sending of the last trigger sequence. A packet sent immediately after a trigger
sequence would have lower error bound than a packet sent after some time after the sending of the
trigger sequence. For instance if the trigger packets be sent every ten packets starting at packet
number one, then the error bound for the nineteenth packet would be higher than the error for the
twenty third packet. It is this observation that has to be taken into account while studying the effect
of periodicity and hence a plot of error versus the modulo of the packet by the period is used. As
shown in Figure 14, the error increases steadily with the increase of the period.

1.0 2.0 3.0 4.0 5.0 6.00.0

200.0

400.0

600.0

800.0

1000.0

1200.0

1400.0

Er
ro

r 
In

tr
od

uc
ed

 (s
im

. u
ni

ts
)

1st Packet
5th Packet
10th Packet

Time Interval Between Trigger Packets (units of interval bet. data pkts)

Figure 13 Effect of Time Interval on Error Introduced



21

Finally, the effect of the change of the delay bound on the regular network session (while
data is being transmitted) is studied. Though our protocol does not assume the existence of any
such delay bounds while the data is being transmitted, it is useful to study the effect if such guar-
antees could be made. It is interesting to note that the error introduced decreases with the existence/
decrease of the error bound. This may not be intuitive at the first sight. The reason for this behavior
is that greater delay would mean that a packet that has been sent from the MMS to the destination
would be expected to arrive later than on a session with lower network delay bound. And since the
error bound is dependent upon the arrival times of the data units at the destination sites, a greater
delay bound would result in a higher error bound for a packet.

The simulation results for the performance evaluation of our protocol verify the correctness
of the synchronization scheme. We observe that varying any of the parameters, namely the jitter of
the QOS session, the time interval between sending two trigger packets, or the periodicity leads to
an appropriate change in the value of the error bound and the error that is introduced. Depending
on the environment and the resource availability, the system can alter one or some combination of
these parameters to obtain error bounds that may be appropriate to the application at hand.
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8. Discussion

8.1 Clock Synchronization

It is observed that assuming the presence of a global clock would make the process of
assigning the time-stamps and determining the time of arrival of the various media units at the des-
tination very straightforward. However global clock synchronization mechanism have the follow-
ing drawbacks associated with them [Rang93].

•   Clock synchronization requires complex and sophisticated protocols.

•   Communication overhead associated with synchronization is large.

•   The clocks may belong to different domains and may not want to synchronize

their clocks and may not want to incur and synchronization overhead.
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Our approach for determining the normalized clock times has the following advantages
over a typical clock synchronization protocol.

The complexity of our protocol is limited to the establishing the QOS session and the cal-
culation of normalized clock times. The overhead that does occur is at a synchronization server and
not at the source or the destination sites. The overhead in communication is the sending of two trig-
ger packets and their replies; hence restricting it to four packets which carry very small amount of
data. The strength of our protocol stems from the fact that depending on the applications require-
ments, the protocol can alter the requirements of the resources that are required to obtain the nor-
malized clock times. This kind of an adaptive scenario is very beneficial in the area of multimedia
where the requirements of the applications are expected to differ vastly [Stei93].

8.2 Comparison of Error Bounds

We mention that one of the benefits that stems from our scheme is the ability to provide
with a synchronization quality of service - the ability of change the error bound depending on the
application. It would however be interesting to compare the error bounds introduced by our
approach and those of the existing protocols.

The error bound for our scheme is given by

Let the jitter bound for the regular network session be j - if such a bound were to exist. Let
the ratio of the network jitter bound to the jitter bound of the QOS session be k1, that is
and if the time between generating subsequent media packets be i, then let the ratio between the
generation times of the two trigger packets and i be k2.

That is .

If x0 corresponds to the instant when the first packet is sent and x’ the instant when the nth
packet is sent, then x’ - x0 = .

The equation for error bound reduces to

The error bound in [Rang92] is equal to the network jitter, it such a bound were to exist.
Hence the ratio of the error bound in their case to our scheme’s error bound is

.

9. Conclusions and Future Work

We have proposed an integrated scheme for communication of multimedia data in a distrib-
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uted environment. Considering the wide range of applications multimedia systems intend to cover,
the accuracy of detecting the asynchrony and the overhead incurred in our protocol can be tailored
to the application. We have demonstrated how our scheme can be used to maintain the relative
time-order among various streams for all the possible temporal relations. A scheme where the spec-
ification of the temporal requirements given by the application can be directly mapped to enforce
the synchronization policy is presented. Our simulation results support our analytic work for the
correctness of the protocol and the expected change in the error bounds with the change of param-
eters.

We identify some of the future work that may be pursued in the direction of our work. Our
protocol is primarily geared towards ensuring inter-media synchronization. Intra-media synchro-
nization deals with ensuring that the media units in a particular media stream observe the desired
delivery behavior. The solution to the problem would involve a scheduling mechanism which takes
into account the characteristic of the network and the receiver.

We have provided bounds for the error that may be introduced by our scheme and our sim-
ulations show that the actual error introduced is well within the bounds of the error predicted. It
would be interesting to study if tighter bounds for a media unit can be provided on the error by
observing the error characteristics of previous media units.

The periodicity of sending trigger packets is decided a priori in our protocol. An adaptive
approach where the network behavior may be regularly monitored to vary the parameters set a pri-
ori and yet meet the required quality of service may be feasible.
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