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Abstract

We bave identified a fundamental problem in the implementation of N-version
programming. The problem. which we call the Consistent Comparison Problem, arises for
applications in which decisions are based on the results of comparisons of finite-precision
numbers. We show that, when versions make comparisons involving the results of finite-
precision calculations, it is impossible to guarantee the consistency of their results. It is
therefore possible that correct versions may arrive at different outputs for an application
which does not apparently have multiple correct solutions. Thus an N-version system may

be unable to reach a consensus even when none of its component versions fail.
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I INTRODUCTION

Multi-version or N-version programming [2] has been proposed as a method of
providing fault tolerance in software. The approach requires the separate, independent
preparation of multiple (i.e. “N') versions of a piece of software for some application.
These versions are executed in parallel in the application environment; each receives identical
inputs and each produces its version of the required outputs. The outputs are collected by
a voter and, in principle, they should all be the same. In practice there may be some
disagreement. If this occurs, the results of the majority (if there is one) are assumed to be

the correct output, and this is the output used by the system.

We have performed a large-scale experiment in N-version programming to test its
axioms [3,4] and evaluate its performance [S]. As a result of performing this experiment,
we have become aware of a fundamental problem in the implementation of N-version
systems. The problem derives from the use of finite-precision arithmetic and the
uncertainty that arises in making comparisons with finite-precision numbers. We refer to

this as the Consistent Comparison Problem.

II THE CONSISTENT COMPARISON PROBLEM

When finite-precision arithmetic is used, the result of a sequence of computations
depends on the order of the computations and the particular arithmetic algorithms used by
the hardware. The issue that this raises for N-version systems is best iliustrated by an

example.

Any realistic application will require various comparisons to be made during the
computation, and some of these will be based on parameters of the application as defined in

the specification. For example, in a control system, the specification may require that the
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actions of the system depend upon quantities such as temperatures or pressures that are
measured by sensors. The value of temperature or pressure used by a program may be the
result of extensive computation on sensor values. Sensors do not supply data in engineering
units, and are often the subject of extensive processing under software control Once these
values are éomputed, however, the actions required at temperatures below 100°C may be
different from actions required at temperatures above 100°C, and, similarly, the actions

required may differ according to whether the pressure is above or below 15psi.

Now consider such an application implemented using a 3-version software system.
Suppose that at some point within the computation, an intermediate quantity has to be
compared with some application-specific constant C; in order to determine the required
processing. As a result of the various limitations of finite-precision arithmetic it is quite
likely that the three versions have slightly different values for the computed intermediate
quantity, say Rj, Rz and R3. If the R; are very close to C; then it possible that their
relationships to C; are different. Suppose that R; and R, are less than C; and Rj3 is
greater than C;. If the versions base their execution flow on these relationships, then two
will follow one path and the third a different path. These differences might cause the

third version to send to the voter a final output that differs from the other two.

It could be argued that this slight difference is irrelevant because at least two versions
will agree., and, since the R; are very close to Cj, either of the two possible outputs that
would result from the use of the R; would be satisfactory for the application. If only a
single comparison is involved then this is correct. However, suppose that a second decision
point is required by the application and that the constant involved is C,;. Only two
versions will arrive at the decision point involving C; having made the same decision about
C,. Now suppose that the values produced by these two versions are on opposite sides of
C,. I the versions base their control flow on this comparison with C2. then again their

behavior will differ. The effect of the two comparisons, one with C; and one with Cj, is
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that tﬁe three versions might obtain three different final outputs, all of which may well
have been acceptable to the application, but a vote might not be possible. Despite the fact
that this example is expressed in terms of comparison with C;, and C,, the order is
irrelevant. In fact, since the versions were prepared independently, different orders are

likely.

Although an application may seem to have only a single solution (unlike the square
root problem, for example, that usually has two), the inconsistency in comparisons leads to
the possibility that multiple correct outputs may be produced for a given input. This is
an unexpected variant of the well-known “multiple correct results” problem in N-version
programming [1]. The problem does not lie in the application itself, however, but in the
specification.  Specifications do not (and probably cannot) describe required results down to
the bit level for every computation and every input to every computation. This level of
detail is necessary, however, if the specification is to describe a function, ie. one and only

one output is valid for every input.

In summary, the issue is that multiple software versions might arrive at different
conclusions because they take different paths based on comparisons that are required by the
specification. The reason for the different paths is the inevitable difference in computed
values within the versions due to finite-precision arithmetic and the diversity in the
algorithms. In the example based on temperatures and pressures, the effect may be that the
temperatures computed internally by the versions straddle 100°C and the computed
pressures straddle 15psi. Qur problem is to avoid this situation, a problem we term the

Consistent Comparison Problem.

Consistent Comparison Problem
Suppose that each of N programs has computed a value. Assuming that the computed
values differ by less than € (¢ > 0) and that the programs do not communicate, the

programs must obtain the same order relationship when comparing their computed value
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with any given constant.

I NON-SOLUTIONS

A solution to the Consistent Comparison Problem requires that if comparison is needed
with a constant C obtained from the specification, a given version must conclude that its
value is, say, greater than C if and only if all correct versions will make the same
decision given their individual roundofl and truncation errors. This must occur no maiter

in what order each version chooses to make the comparisons.

It might seem that using approximate rather than exact comparison within each version
would solve the problem. An approximate comparison algorithm regards two numbers as
equal if they differ by less than some tolerance § [6]. If a computed value is to be
compared with C, approximate comparison requires performing comparisons with numbers
that differ from C by the tolerance, 8. For example, it can be concluded that the
computed value is greater than C only if it is greater than C + 8. Unfortunately.
approximate comparison is not a solution because the problem immediately arises again, this
time with C + & rather than C. Two programs may compute values that are arbitrarily

close to each other but have different order relationships with C + 8, just as with C.

In fact, for two versions to obtain the same order relationship when comparing their
computed values with a constant requires that the two computed values be identical. To
solve the Consistent Comparison Problem, .an algorithm is needed that can be applied
independently by each correct version to transform its computed value to the same
representation as all other correct versions. It is important to keep in mind that the
algorithm must operate with a single value and no communication between versions 1o
exchange values can occur since these are values produced by intermediate computation, not

final outputs. It is not sufficient that the values be very close to each other since, no



matter how close they are, their relationships to the constant may still be different.
However, it is not necessary that all precision be retained and so an approach using
rounding or truncation would be satisfactory. Unfortunately, as the following theorem
shows, there is no such algorithm, and so there is no solution to the Consistent Comparison

Problem.

Theorem
Other than the trivial mapping to a predefined constant, no algorithm exists which,
when applied independently to each of two n-bit integers that differ by less than 2%,

will map them to the same m-bit representation (m + % <n)

Proof
Suppose such an algorithm exists. Consider the cage k =1 and the set of wvalues that
can be represented in n bits, i.e. the integers in the range 0 to 2® — 1. The algorithm,
when applied to each of two integers that differ by one, ie. adjacent integers, will
cause them to be reduced to the same m-bit representation. Thus, 0 and 1 must be
mapped to the same representation. However. 1 must also be reduced to the same
representation as 2, 2 to the same representation as 3, and in general { to the same
representation as (i + 1). Thus the algorithm must reduce all of the values to the
same representation, ie. the algorithm can only be the trivial mapping to any fixed
binary representation, and the information content of the values is lost. A similar

argument can be made for any %, and so the original assumption is wrong. W

It is easy to be fooled into thinking that an approach such as rounding, for example,
solves the problem. As the theorem shows, however, it does not. We note that this
problem is not limited to comparison with constants. It arises with any comparison
involving floating point values. For example, if two computed quantities F; and F, have

to be compared, this is equivalent to comparing their difference with zero, a constant.
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IV INADEQUATE AVOIDANCE TECHNIQUES

Exact Arithmetic

Since the difficulty seems to arise from finite-precision arithmetic, a tempting approach
is to require some form of exact arithmetic in the versions. However, in addition to being
impractical to use for most applications, exact arithmetic will not work in general because
many algorithms are themselves capable of producing only approximate solutions. For
example, consider the numerical solution of a differential equation which has no closed-form
solution. The solution that is obtained is based on a discrete approximation to the equation
and different algorithms will very likely use different discretizations. Different solutions

may be obtained even though exact arithmetic is used in the calculations.

Cross-Check Points

It might be argued that a way to avoid inconsistency in comparisons would be to
establish “cross-check” points [2] to force agreement among the versions on their floating
point values before any comparisons are made that involve these values, At each cross-
check point, each version would supply its computed result to a cross-check voter. The
¢ross-check voter would select a single value (perhaps the median of the individual results)

which would then be used by all of the versions in making the required comparisons.

Clearly, in principle, this avoids the problem, but various practical difficulties arise.
Pirst, if cross-check points are needed to avoid inconsistent comparison, they must be
required in the specification. This means that the order of cross—check points must be
specified also since otherwise the versions will deadlock. Requiring that the order of events
in each program version be specified is a serious limitation on diversity in a situation where

diversity is being sought.



In fact, in many applications, this requirement would limit diversity among versions 1o
the point of absurdity. For example, the launch interceptor problem used in our N-version
experiment [3] requires that the program. determine whether fifteen “launch conditions” are
satisfied. Fach launch condition requires the determination of the existence of certain
geometric relationships among subsets of up to 100 data points representing points in the
plane. One of the launch conditions, for example, is satisfied if three data points can be

contained within a circle of radius R, where R is a parameter of the application.

Some of the versions written for the experiment were structured to consider each of
the fifteen launch conditions in turn, and, during the evaluation of each condition, the
individual data points were considered. Others were structured to work through the sets of
data points, considering for each the launch conditions that could be satisfied by the data
points. If cross-check points were used to avoid inconsistent comparison, it would be
necessary to require one of these two basic program structures. The order in which the
launch conditions are considered and the order in which the individual data points are
examined would have to be established as well. Cross-check points, as originally proposed,

were not intended to be applied at this micro level.

In the application used in our experiment, each launch condition requires only the
determination of the existence of a set of points satisfying a certain condition. It is
possible, in the absence of cross-check points, that two programs might not even compute
the same values. Kach may find a set of satisfying points without considering the set
found by the other version. Therefore the establishment of cross-check points may affect

the values to be computed as well as the order in which they are computed.



Modified Voter

Since inconsistent comparison can lead to a situation in which a vote is not possible in
an N-version system, it is tempting to consider modifying the voter. For example, since all
N outputs are, in principle, acceptable to the application, one could be selected at random
and used. However, an N-version system may also be unable to reach a consensus because
a majority of the versions fail. In general, these two cases are indistinguishable and so
modifying the voter in an attempt to deal with inconsistent comparison will also operate
when the disagreement is due to failures. This approach is not satisfactery and could be

very serious since the selected output could be completely wrong.

The action that should be taken in the event that no consensus is reached is
application-dependent. For some applications, some course of action may exist that will
bring the system into a safe, if unusable, shutdown state, and this may be a satisfactory
response. For other applications, such as digital fly-by-wire aircraft, the assump};ion is
made that the system will continue operating and there is no safe shutdown state or
backup system. In these cases, a response might be to require the voter to select one of
the outputs at random. If the disagreement is due to the Consistent Comparison Problem,
then this action will be satisfactory since all N outputs would be acceptable. If the
disagreement is due to version failures, there is a chance that an erroneous output will be
selected and used. Failure of the system may well follow, but it would have bappened
anyway. For this class of applications, at least this treatment of no consensus avoids the

Consistent Comparison problem.

V CONCLUSION

The Consistent Comparison Problem arises whenever a quantity used in a comparison is

the product of inexact arithmetic. The problem occurs even when all software versions are



correct. It results from rounding errors, not software faults, and so an N-version system

built from “perfect” versions may have a non-zero probability of failure.

We conclude that there is no solution to the Consistent Comparison Problem and that
the avoidance techniques discussed in Section IV are inadequate. If no steps are taken to
avoid it, the Consistent Comparison Problem may cause failures to occur. In general, there
is no way of estimating the probability of such failures. The failure probability will
depend heavily on the application and its implementation. Although this failure probability
may be small, such causes of failure need to be taken into account in analyzing software
for critical applications since those are precisely the ones that are, or will be, built using

N-version programming.
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