
Secure Affordable Sustainable Edge Clouds
(SASEC) for Smart Cities and Enterprises

Malathi Veeraraghavan∗, Dan Kilper†, Xiao Lin∗‡, Rider Foley∗, Weiqiang Sun‡
∗ University of Virginia, Charlottesville, VA 22903, {mv5g, xl5h, rwf6v}@virginia.edu

† University of Arizona, Tucson, AZ, dkilper@optics.arizona.edu
‡ Shanghai Jiao Tong University, Shanghai, China, sunwq@sjtu.edu.cn

Abstract—This paper describes a novel architecture that ad-
dresses the need for a low-cost alternative to today’s solution for
residential Internet access for households in cities left behind by
the digital revolution. Given the costs and security vulnerabilities
of all home-owners purchasing and maintaining their own PCs,
application software and Internet access, our Secure Affordable
Sustainable Edge Clouds (SASEC) solution consolidates comput-
ers into an edge cloud, and requires only inexpensive I/O devices,
such as Keyboard, Video, Mouse (KVM) terminals and audio
input/output devices, in user homes. The term Dumb Connected
Devices (DCDs) is used to describe these user-owned systems.
SASEC is also a suitable candidate for enterprises, such as
university campuses, as it offers a strong security advantage.
SASEC vastly reduces the attack surface since users’ DCDs have
no processor and no operating system, and hence cannot be
compromised and used in botnets. The challenge lies in designing
a high-speed network to interconnect the Edge-Cloud (EC) to the
DCDs. Initial experiments show that with compression, 50 Mbps
is required for 1080p HDTV video. If the EC-DCD network needs
to support 100 simultaneous web-browsing sessions with video,
then Gb/s wireless solutions are required.

Keywords: Smart cities, Disadvantaged communities, Network
applications and services, Network architecture and protocols,
Dumb terminals

I. Introduction

Most cities in the world have neighborhoods that fall on the
wrong side of the digital divide. Lack of broadband Internet
access is often blamed for this problem. However, a more basic
problem is that many households do not have computers at
home. For example, a 2014 report from the office of the New
York City (NYC) Comptroller [1] notes that 27% of NYC
households lack broadband Internet at home, and 17%, which
was 532,902 households, did not have a computer at home.
This second figure increases to 20% if the heads of households
did not graduate from high school.

Research shows that children’s grades improve when
schools supply computers for students to access the Internet
at home [2]. A 2014 study showed that students who do not
have adequate online access at home risk falling behind their
peers [3]. These studies and statistics show how the lack of
computers and Internet access at home contribute to the lack
of social mobility even within developed economies.

To address this problem, we propose a technical architecture
called Secure Affordable Sustainable Edge Cloud (SASEC),
which could lower the capital expenditures (capex) and oper-
ating expenditures (opex) for households to acquire Internet
access at home.

The SASEC architecture consists of (i) an edge cloud
(compute-and-storage clusters) that runs commonly used desk-
top applications, such as web browsers and Microsoft Of-
fice, and offers other shared services, and (ii) a per-user
Keyboard-Video-Mouse (KVM) terminal with audio input/out-
put devices. In a smart-city/smart-community deployment of
SASEC, the hardware and software licensing costs of the edge
cloud would be shared by a large number of households.
Each household would require just a KVM terminal that is
connected via network links to the edge cloud. KVM terminals
are cheaper than standard desktops/laptops, and hence are
more affordable for households without computers. The term
Dumb Connected Devices (DCDs) is coined to describe these
user-owned devices, which could include cameras and other
IoT type devices. These devices are intended to be truly
“dumb,” which means that unlike thin clients [4], these devices
will have no processor and hence no operating system or
software.

The SASEC architecture may seem like a throwback to the
pre-PC-on-the-desktop architecture that was used in the days
of mainframe computing. But, in the days of mainframe com-
puting, the screen output was ASCII text, while today, with
graphical interfaces and the use of video, an architecture that
separates the servers from the monitors requires a completely
new design.

What makes this architecture secure is that the devices
controlled by users do not have processors, which means these
users do not have to install operating system and application
patches to fix security vulnerabilities. This solution vastly
reduces the attack surface, i.e., the number of hosts that need
protection from becoming compromised and recruited, via
implanted malware, into large-scale botnets. Botnets are a
menace to the entire Internet user population, and hence the
larger the number of SASECs deployed, the better for society-
at-large. Edge-cloud servers are easier to monitor for viruses
and security breaches, and to detonate detected malware in a
VM in safe mode [5].

The SASEC architecture is more affordable than current
solutions, in which each household is expected to purchase its
own laptop/desktop, purchase its own software licenses for ap-
plications, and purchase its own Internet access, for the simple
reason of increased sharing. Also, energy management would
be easier in the edge cloud than in individual households,
e.g., servers could be kept powered-off when demand is low.



The rise of the sharing-economy for many types of services,
e.g., AirBnB for renting out rooms, RelayRides for renting
personal cars, was described in a 2013 Economist article
[6]. SASEC offers a method for sharing computer hardware,
licensed software, and Internet access.

While security, affordability, and its potential to reach more
households, are significant advantages of SASEC, what are
the disadvantages? The key design challenge lies in achieving
low-delay performance for the transfer of video output from
the servers in the edge cloud (which would ideally be located
in a datacenter in one of the residential buildings of the par-
ticipating households) to the large number of KVM terminals
located within apartments in that same building, or in other
residential buildings of the participating households. Similarly,
keyboard/mouse input from the KVM terminals should be
delivered rapidly and securely to the edge-cloud servers.
Sub-standard service would be detrimental to user adoption
of SASEC. We propose a dedicated hardware solution for
interconnecting the KVM terminals to the edge cloud.

A second challenge lies in determining who (what orga-
nization) owns and operates the edge clouds? One option is
for SASECs to be deployed for such communities as part of
Smart City initiatives, and sustained by city governments, at
least until, commercial entities see sufficient economic value
proposition in operating such edge clouds, or communities
self organize and take over operations just as home-owner
associations manage private roads. Public policy experts could
evaluate whether taxes from increased household income (a
2013 study showed that even small increases in Internet uptake
rates are strongly correlated with increases in employment
and household income [7]) could pay for subsidies offered
to residents of SASEC-user communities.

The SASEC architecture offers advantages over the current
architecture even for enterprises, such as corporations, univer-
sity campuses and government agencies. The cybersecurity ad-
vantage of SASEC is significant for enterprises. Additionally,
a reduction in computer-administration staff costs is enabled.
Today, many university departments have their own computer
administrators to manage the PCs used by their faculty, staff

and students. If some of these users find that the applications
hosted on the edge-cloud servers are sufficient for their needs,
and agree to give up their PCs, this Human-Resource (HR)
cost can be reduced.

Section II describes the SASEC architecture when deployed
for communities within smart cities. Section III shows how
SASEC can be deployed in enterprises. Section IV presents the
results of two experiments that were conducted to determine
the amount of bandwidth required for the network between
the edge cloud and the dumb connected devices. Section V
describes our dedicated hardware solution for connecting
the DCDs to the edge cloud. Section VI addresses three
dimensions of sustainability. After reviewing related work in
Section VII, the paper is concluded in Section VIII.

II. Secure, Affordable, Sustainable Edge Clouds (SASEC)
The SASEC architecture consists of a

community/organization-owned edge-cloud with compute and
storage servers and user-owned Dumb Connected Devices
(DCDs). For basic computing and Internet applications, the
DCD is a KVM terminal, which consists of a keyboard and
a mouse for a user to provide input, and a video monitor
for the user to receive output from the edge-cloud servers.
Beside this user input-output device, there are other devices
such as video cameras, microphones and speakerphones for
audio input and output, respectively, Internet-of-Things (IoT)
sensors and actuators, Virtual Reality (VR) cameras and
headsets, and, in the near future, robots.

In the SASEC architecture, we propose to make all these
devices dumb, i.e., lack processors, to lower costs and avoid
security attacks. The recent Mirai distributed denial of ser-
vice (DDoS) attack exploited vulnerabilities in the software
installed on IoT devices such as digital cameras [8]. Unlike
DCDs, thin clients have processors and operating systems,
with typically no disk space. For the cyber-security advantage,
we propose the use of DCDs for most users, while some users
may want the flexibility of owning PCs or thin clients and still
belong to the community served by the edge cloud.

Our proposal for using DCDs goes against the trend, which
is to make all these devices “smart,” i.e., by equipping all
these devices with processors, operating systems and software.
For example, web-connected cameras run http servers to allow
a user to connect to the camera from a web browser. Such
cameras leverage video compression software to reduce the
amount of bandwidth required to send the video signals.
In SASEC, cameras and other IoT devices should ideally
be dumb, but this means a dedicated-hardware solution (see
Section V) is required to handle video compression. The web
server can be run on the edge-cloud to stream the video
received from the camera.

Section II-A describes the network between the Edge Cloud
(EC) and the DCDs as applied to a smart-city community
deployment. Section II-B describes the hardware and software
of the edge cloud.

A. EC-DCD network

Fig. 1 illustrates a three-building SASEC deployment. The
edge cloud, located in Building 2, consists of compute clusters
and storage clusters in racks, each of which has computers
and Top-of-Rack (TOR) Ethernet switches, and one or more
IP routers. For reliability, high-speed access links are shown
as connecting the edge cloud IP router to multiple ISPs.

All three buildings are shown to have multiple floors, with
apartments on both sides of a central shaft, e.g., elevator shaft.
Located within apartments are KVM terminals, other types of
DCDs, and PCs (some households may prefer to purchase and
maintain their own desktops/laptops and still use some of the
services of the edge cloud). Since some buildings may not be
wired with Ethernet to each apartment, WiFi is an option. WiFi
access points can be configured to forward packets between
each other in a wireless-mesh configuration as illustrated in
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Fig. 1: Secure Affordable Sustainable Edge Cloud (SASEC)

Buildings 1 and 3 of Fig. 1. As an example of a wired building,
Building 2 is shown to have Ethernet wiring to each apartment.

The key point to note in Fig. 1 is that the KVM terminals
and other DCDs located in various apartments connect via the
Ethernet switches in the basements of their buildings to the
edge cloud located in Building 2. All applications, from web
browsers to Microsoft Word, are executed on the edge-cloud
servers, and KVM terminals within the apartments serve as
simple I/O devices through which users interact with these
remotely located applications.

To realize this distributed KVM architecture of SASEC, we
looked for use cases in which a single server generates video
that is visualized on multiple monitors. We found four use
cases as shown in Fig. 2: (i) office workers who use multiple
monitors for increased productivity (see Fig. 2a), (ii) video
walls used for scientific and other big-data visualization (see
Fig. 2b) (iii) graphics cards that allow video gamers to connect
multiple monitors to a server (see Fig. 2c), and (iv) reverse-
KVM switch (see Fig. 2d).

For the first use case, commodity workstations and laptops
have built-in video cards that have one or two external ports
(e.g., HDMI, DisplayPort or VGA), which along with USB
ports, allow for multiple monitors to be connected to one host.
For the second use case, visualization clusters [13] are used
to drive large video walls. As an example of the third use
case, Fig. 2c shows an Nvidia GeForce GTX 650 Ti card that
can drive four display monitors via its two DVI ports, one
DisplayPort and one HDMI port. In the fourth use case, a
reverse KVM switch [12] allows multiple KVM terminals to
be connected to a single server. Fig. 2d shows the front and
rear views of a reverse KVM switch. It has classical PS/2 ports
for the keyboard and mouse, and a VGA port for the display,
on the front to connect to a server, and two sets of keyboard,

mouse and VGA ports on the rear to connect to two KVM
terminals. KVM extenders are also available. For example, a
fiber-optic KVM extender [14] allows a DVI video signal to
be carried over single-mode fiber for up to 4 km.

But in general, for all cases of video cables, there are
restrictions on the length, and for the purposes of SASEC,
where the servers can be located in one building and the
KVM terminals in another, we need other networking tech-
nologies such as Ethernet and WiFi. The challenge is that
the TCP/IP protocol stack that is commonly used on top of
Ethernet/WiFi is implemented in operating systems and run
on processors. Since the KVM terminals do not processors,
and hence operating systems, a solution such the dedicated-
hardware board described in Section V is required to extract
the monitor signals from the received Ethernet/WiFi packets
for delivery to the user, and to format keyboard/mouse input
from the user into payloads suitable for transmission over
Ethernet/WiFi. A corresponding board is required at the edge
cloud.

B. Edge cloud design

The edge cloud can offer users four types of services:
1) access to applications that are typically run on user PCs,

such as word processors, web browsers, conferencing
applications, and chat applications,

2) virtual machines for users who want to install their own
O/S, and other software,

3) storage services, and
4) Internet access.
The edge-cloud hardware required to support these services

consists of compute and storage clusters and IP routers, as
illustrated in Fig. 1. Multi-homed Internet access is also
illustrated in this figure.
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(a) Office worker station [9] (b) Video wall [10]

(c) Gaming: Nvidia card [11] (d) Front and rear views of a reverse-KVM switch [12]

Fig. 2: Four use cases for connecting multiple monitors to a server

Fig. 3: Shared applications service

Edge-cloud software can be classified into four categories:
(i) access to shared user applications, (ii) virtualization soft-
ware, (iii) storage software, and (iv) operations software.

Shared-user applications such as OpenOffice, Microsoft
Office (Word, Powerpoint, Excel), Adobe Acroread, Acrobat,
PhotoShop, Apple applications such as iTunes and Quicktime,
web browsers such as Chrome and Internet Explorer, con-
ferencing applications such as Skype and Google Hangouts,
and other common applications could be hosted on a set of
servers. Multiple users could simultaneously access the same
or different applications on one server. For example, Fig. 3
illustrates two users simultaneously running applications on
Server 1. The Word application is being run by both users. The
video output for each users’ applications is being sent over the
EC-DCD network to the corresponding user KVM terminals,
and corresponding keyboard/mouse commands input by the
two users are delivered to Server 1 via the same network.

Fig. 4 shows that other servers in the edge cloud, such
as Server 2, could be used to run hypervisors to offer users
virtual machines (VMs). In this example, User 3 has chosen
to run Linux on VM1, while User 4 runs Windows on VM2.
With this service, users have the flexibility to install their own
applications.

In SASEC deployments, since most users will only have
KVM terminals, which do not have disk storage, it will be
important to support storage services in the edge cloud. While
commercial storage providers such as Dropbox and Box offer
some amount of free storage, some users will need higher
amounts of storage. For these users, the edge cloud can offer
storage services with and without backup as is done in large
enterprises. Storage software will need to be installed on the
edge cloud.

Operations software include the types of software run by
the IT division of large enterprises. A DHCP server is required
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Fig. 4: Virtual Machines (VMs) service

for private IP address allocations to users’ own PCs and hand-
held devices, as well as to the servers within the edge-cloud
clusters. Software for login management, such as OpenL-
DAP, is required to support users. Security systems, such as
firewalls, intrusion detection systems, virtual private network
(VPN) servers, can be purchased as standalone appliances. But
Network Function Virtualization (NFV) [15], with its promise
of capex and opex savings, is enabling many of these network
functions to be implemented in software for execution on
commodity servers. OpenDNS service can be used to store
resource records for the few servers that will need static
public IP addresses. For example, if the edge cloud offers web
hosting services, then the computers on which the web server
software, such as Apache http server, is executed will need to
be assigned static public IP addresses, and information about
their domain names will need to be added to the DNS system.
Given the ubiquitiy of free commercial email services, such
as gmail and yahoo mail, SMTP servers may not be needed
in such edge clouds.

Fault management, Configuration management, Accounting,
Performance monitoring, and Security (FCAPS) systems are
an indispensable part of any network deployment. There
are open-source tools for these functions. Without these
management-plane systems, services on the edge-cloud will
not be trustworthy, which could lead to user frustration and
disillusionment.

As examples, we describe two of these functions: authen-
tication, which is part of security, and accounting. For au-
thentication, we propose the use of Shibboleth software [16],
which is federated identity management system. For example,
the NSF Global Environment for Network Innovations (GENI)
[17] testbed uses Shibboleth. Researchers in a federation
called InCommon [18] operated by Internet2, can use their
own university authentication system to access GENI testbed
resources. Currently, the GENI testbed has 58 computer racks,
located at various universities across the US, and these re-
sources are shared by 9000 users [19]. GENI requires a project
leader, who is typically a faculty member or senior researcher,
to first submit an application. If approved, the project leader
then creates a project, and students can submit requests to
join a project, which results in an automatic email being sent
to the project leader, who can then approve/disapprove the

request. A similar model can be used in communities with
the project leader being replaced by an Account holder, who
is head of a household. Members of the household can then
submit requests to join the household account. This distributed
management of responsibilities works well with NSF GENI,
Chameleon, CloudLab and other such projects. It is well suited
for SASEC.

Accounting will be essential for sustainability, which is
discussed in Section VI. Software is required to collect
measurements of usage of edge-cloud resources on a per-
account/per-user basis. These measurements will be used in the
development of a sustainable economic model to set pricing
for the four types of services.

III. SASEC usage in enterprises

The major advantage of SASEC for enterprises is cyberse-
curity. The cyber attack surface is vastly reduced with SASEC
since the number of user-owned desktops and laptops will be
smaller. For example, if an enterprise user clicks on a URL
in a phishing email, any executable that is downloaded to the
edge-cloud server can be first tested in a separate VM to check
for malware. In contrast in today’s PC-at-the-desktop solution,
since users have root access to their PCs, downloaded malware
in zero-day attacks gets installed on the PCs, allowing for
those PCs to be recruited into botnets for other attacks. Also
concerns about users upgrading their OS and applications to
patch security vulnerabilities are eliminated with SASEC.

Enterprises, especially university campuses, may not have
the network bandwidth constraint for KVM-terminal connec-
tivity in offices since most campuses have Ethernet copper,
and in some cases fiber, connectivity. However, wireless sup-
port for DCDs will still be required. Consider a university
classroom with 200 students, all carrying a DCD instead of a
laptop. If they simultaneously try to connect to web browsers
or their email clients running on edge-cloud servers, the
amount of bandwidth required could be on the order of Gb/s.
IEEE 802.11ac and newer 5G technologies will be required to
support SASEC deployment in large enterprises.

The sustainability problem faced with smart-city deploy-
ments for disadvantaged communities is also not likely to
be problem in enterprises. As noted in Section I, signifi-
cant HR savings are possible by eliminating the need for a
large number of desktops to be maintained in departments
and divisions within the organization. Nevertheless, SASEC
represents a significant change in the type of services an
Information Technology (IT) division of an enterprise offers
today. Most enterprises do not maintain edge clouds that
offer their employees Virtual Machines (VMs). But some
research universities maintain High-Performance Computing
(HPC) clusters with support for VMs. Given the presence of
commercial cloud providers, such as Amazon Web Services
(AWS), HPC-computing managers at universities often face a
challenge with designing sustainable pricing models for their
services. Lessons learned from this community can be applied
by enterprise IT divisions to support SASEC deployments.
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Fig. 5: Experimental setup; UVA: University of Virgina

IV. Experiments

Two experiments were conducted. The purpose of the first
experiment was to estimate the amount of bandwidth (bits/s)
required between the edge cloud and the KVM terminals for
video. The purpose of the second experiment was to determine
the impact of network delay (latency) on the quality of video
when viewed on KVM terminals.

Section IV-A describes the experimental setup. Section IV-B
describes and presents results for Experiment 1, while Sec-
tion IV-C describes and presents results for Experiment 2.

A. Experimental setup

Fig. 5 illustrates our experimental setup. We used a Linux
host located at our University Data Center (UDC) to emulate
an edge-cloud server, and a Windows laptop at Rice Hall to
emulate a KVM terminal. The distance between UDC and
Rice Hall is roughly 2 miles, and there are two IP routers
and multiple Ethernet switches in between the laptop and the
Linux host. CentOS 6.7 with kernel version 2.6.32 was run on
the Linux server, and Windows 7 was run on the laptop.

To the best of our knowledge, there is no mechanism
to directly transfer the monitor output from the Linux host
at the UDC to a KVM terminal at Rice Hall across our
campus Ethernet/IP network. Therefore, we used a Windows
laptop at Rice Hall, ran a Virtual Network Computing (VNC)
client [20] on this laptop and a VNC server on the Linux
host. VNC uses the Remote Frame Buffer (RFB) protocol
[21] to transport video from the server to a remote monitor,
and receive input from a remote keyboard and mouse. In a
real SASEC deployment, dedicated hardware, as described in
Section V, is required since DCDs, lacking processors and
operating systems, do not run TCP/IP required for VNC.

Next, we installed the Chromium web client on the Linux
host at the UDC, and Wireshark on the Windows laptop to
capture the RFB packets sent back and forth between the
laptop at Rice Hall and Linux host at the UDC.

For the second experiment, we installed the MobaXterm
[22] client on the Windows laptop.

B. Experiment 1: Bandwidth requirements for video

Execution steps: First, we connected the VNC client on the
laptop to the VNC server on the Linux host. Then we started
packet capture in Wireshark at the laptop. Next, from the
Chromium web client on our Linux host, we connected to
a YouTube server and played a video. The video was viewed
on the laptop. After a short duration, we stopped the video
on the Linux host, and the Wireshark packet capture on the
laptop, and analyzed the packet capture (pcap) file.

The input parameter that was varied in this experiment
was video resolution. The YouTube website allows the user
to select the video resolution. We ran the experiment with
the following video-resolution settings: 360p (SD VGA, 480
× 360), 480p (SD VGA, 640 × 480), 720p (HDTV, 1280 ×
720) and 1080p (HDTV, 1920 × 1080).

The output measure computed from pcap-file analysis was
bandwidth used by the VNC client-server connection in the
upstream (laptop to Linux host) and downstream (Linux host
to laptop) directions.

Results: Fig. 6 shows the throughput (right y-axis) of the VNC
flows in the upstream and downstream directions for the two
extreme settings (360p and 1080p) of video resolution. Since
only keyboard and mouse input is carried in the upstream
direction, the throughput in this direction is small. However,
in the downstream direction, the throughput, and hence the
required bandwidth, is significant for high video resolutions,
sometime reaching more than 70 Mbps. Compression is being
used on the VNC connection because the 1080p color video
at 60 Hz requires 2.9 Gb/sec if it is uncompressed.

The left y-axis shows the packet sizes. Most of the packets
in the upstream direction are small, with TCP acknowledg-
ments having no payload (and hence are reported to have
0 packet size). In the downstream direction, the packet size
distribution is trimodal, with dominant values of 0, 324, and
1460 bytes.

Average Video resolution
throughput 360p 480p 720p 1080p
Upstream (kbps) 6 6 7 8
Downstream (Mbps) 35 38 43 49

TABLE I: Required bandwidth

Table I shows the average bandwidth requirement for dif-
ferent video resolutions. If a single KVM terminal requires 50
Mbps, the amount of bandwidth required on a wireless network
between the basement of a building and the users in apartments
as shown in Fig. 1 is significant. If 50 households out of
say 500 apartments in a building are simultaneously active,
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(a) Upstream; Video resolution: 360p (b) Downstream; Video resolution: 360p

(c) Upstream; Video resolution: 1080p (d) Downstream; Video resolution: 1080p

Fig. 6: Packet size and Throughput; Upstream: laptop to Linux host; Downstream: Linux host to laptop

Input parameter
Added latency (ms) 0 10 50 100 500

Output measures
ping delay (ms) 1 10 50 100 500
ssh-typing delay (ms) 2.18 12.07 52.66 102.22 502.57
Subjective ssh quality Excellent Excellent Excellent Acceptable Unacceptable
Subjective video quality Excellent Excellent Acceptable Unacceptable Unacceptable

TABLE II: Impact of network latency on ssh and video quality

then IEEE 802.11ac will be required for the WiFi network.
Another implication is that the KVM terminals in homes need
an external device that offers compression service, which is
part of our hardware design (see Section V).

C. Experiment 2: Impact of network latency

In this experiment, we used the Linux traffic control
(tc) utility at the edge-cloud host to deliberately add packet
delay to outgoing packets. The amount of delay added was
varied to measure the impact of latency on video quality and
on remote ssh.

Execution steps consist of the following:

1) Connect the VNC client on the laptop to the VNC server
on the Linux host.

2) Run the tc utility at the Linux host to modify the added
delay for VNC packets.

3) Execute the ping command on the laptop to measure the
round-trip delay to the Linux host.

4) Start packet capture in Wireshark at the laptop to collect
only ssh packets.

5) Start MobaXterm client on the laptop and remote login
via ssh into the Linux host.

6) Use the Chromium web client to access a video on
Youtube with the video resolution set to 1080p.

7) Stop the video, packet capture and analyze the data.

The input parameter that was varied in this experiment was
the added tc delay for VNC packets at the Linux host. The
values used were 0ms, 10ms, 50ms, 100ms, and 500ms.

Four output measures were used in the experiment: ping
delay, ssh-typing delay, subjective ssh quality, and subjective
video quality. The ping command sends Internet Control
Message Protocol (ICMP) packets directly over IP, and is
used to verify that the tc-utility set value took effect. The
ssh-typing delay was measured by taking the time difference
between the outgoing packet carrying a typed-character from
the laptop to the Linux host and the incoming packet carrying
the same typed-character back from the Linux host to the
laptop. The average values were computed for 10 packets
within one ssh session. In all cases, the standard deviation
was small.

The subjective quality assessments were not rigorous since
we do not as-yet have the federal-government Institutional
Review Board (IRB) clearance that is required for experiments
involving human subjects. Instead the reported values are
assessments of authors of this paper. Three levels were used:
Excellent, Acceptable, and Unacceptable. Methods for trans-
lating Quality-of-Service (QoS) into Quality-of-Experience
(QoE), such as those described by Chen et al. [23], will be
used in future work.
Results: Table II shows the impact of network latency on
the four output measures. These are preliminary results, but
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Fig. 7: Hardware design for EC-DCD network

they offer insights into how latency impacts QoE perceived
by users. It appears that edge clouds are required for low
propagation delays, unless a commercial cloud provider has
a data center located within a round-trip time of 10 ms.

V. Hardware design

Fig. 7 illustrates a hardware design for connecting the edge
cloud to the DCDs. Edge-cloud (EC) servers are shown to
have HDMI, DVI, VGA, DisplayPort and USB ports. Different
variants of the EC FPGA board can include different types
and numbers of these ports. The FPGA can be used for
the EC-DCD protocol, e.g., a simplified version of the RFB
protocol, as well as for video coding [24] and encryption
[25]. An alternative option is to use dedicated ASICs for
video coding and encryption. Audio input/output ports are
implemented on the EC FPGA board and will be connected
to the corresponding ports on the servers. In addition, the EC
FGPA board has WiFi and/or Ethernet for communication with
the DCDs.

At the user end, a User FPGA board has WiFi and/or
Ethernet interfaces, and USB interfaces to connect to KVM
terminals. Optional video interfaces such as HDMI, DVI, VGA
and DisplayPort can also be made available on the User FPGA
board. Audio input/port ports will be used to connect micro-
phones and speakers at the user end. As with the EC FGPA
board, the FPGA on the User FPGA board can implement the
protocol, video coding, and encryption/decryption functions,
or ASICs can be used for the latter two functions.

Security is important on this EC-DCD network to protect the
keyboard input from users to the edge cloud, and frame-buffer
information that can carry sensitive data from the edge-cloud

servers to the users. Video encoding/decoding is required since
uncompressed video signals, especially at high resolution,
require large amounts of bandwidth.

VI. Sustainability

The three dimensions of sustainability [26] are: (i) environ-
mental dimension, (ii) economic dimension, and (iii) social
dimension.

For the environmental dimension, we consider energy effi-
ciency. The shared edge-cloud infrastructure of SASEC makes
it easier to implement smart power management techniques.
For example, CPU load of the edge-cloud servers can be
monitored, and during periods of low load, user sessions can
be concentrated to a few servers (if it possible to do so
without impacting performance), which would allow for other
servers to be powered off. Day-night usage patterns can also
be leveraged.

With regards to the economic dimension, we raise the
question of who owns and operates the edge clouds in
the SASEC solution. Commercial cloud and Internet service
providers have typically bypassed such communities for eco-
nomic reasons. For example, Verizon’s FiOS network bypassed
so many households in New York City (NYC) that NYC
government has publicly raised the possibility of litigation
[27]. One option is for communities to self organize, raise
the capital required for the initial deployment of the edge
cloud hardware and software, and then create a sustainable
flow of income from the participating households to maintain
operations. Such community based efforts have succeeded as
reviewed in Section VII, but it could be challenging in some
cases as civic engagement in disadvantaged communities is
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typically low [28]. Another solution is for smart cities to
make the investment and deploy and operate edge clouds in
disadvantaged communities. Increased taxes raised from the
communities through increases in employment and household
income enabled by Internet access [7] should be considered
in economic models.

While smart cities can take the lead, for the social dimension
of sustainability, democratic governance is essential, i.e., the
community served by the edge cloud should be invested in
its success. Democratic governance requires transparency and
responsiveness to users by the provider [29]. One of the
drawbacks of the SASEC architecture is that users with just
a KVM terminal have less freedom in choosing software.
Decisions on what hardware and software licenses to purchase,
whether to use community members for operating the edge
cloud or to outsource edge-cloud operations, should involve
the user community. Also, the user community should be
involved in setting pricing for the services. Households should
be billed based on the services used, although perhaps at
subsidized levels initially. For example, households who own
their own PCs may purchase only the Internet access service
of the edge cloud. VM users could be charged more than
application users. The user base size should be controlled
carefully. The larger the edge cloud, the lower the costs, but
scale should not be increased without consideration of delay
and bandwidth performance.

VII. Related work

Underserved communities around the world are deploying
their own networks. For example, Guifi WiFi network was
built in a rural area in Catalonia, Spain [30] because, as noted
the paper: “A significant part of the population, especially in
Catalunya, feels a deep rooted resentment towards Telefónica,
Spain’s incumbent operator.” A WiFi mesh network was
deployed in Mankosi, a rural, impoverished part of South
Africa [31]. A 2016 paper [32] describes a Community-Lab
Testbed effort, which aims to provide solutions to encourage
the adoption of community networks. This paper also provides
examples of collaborative federations of microISPs formed in
the United Kingdom, France, South Africa, Mexico and India,
all of which afford users and citizens greater voices in the
network and make microISPs more responsive to their needs.

Another track of work related to this paper is the study of
thin clients. A 1997 article [33] discussed “network comput-
ers,” which was a term popularized by Oracle and Netscape,
while Microsoft and Intel were pushing the desktop PC ap-
proach. In 2005, the THINC [4] architecture was proposed for
thin clients. Another 2005 paper [34] described skinny devices
without operating systems called Sun Ray clients, which are
still available from Oracle. A 2008 performance study [35]
of the quality of experience for users of thin clients was
presented for Microsoft office applications. The setup included
a Windows Terminal Server (WTS) to run Microsoft Office
2003 products, and Citrix Presentation Server 4.0 was used
to make these applications accessible by thin-client users. A
2016 paper developed CloudBrowser 2.0 [36], which is just

a rendering and I/O module, while the presentation state of a
user’s browsing session is maintained on the web server. This
browser is comparable to thin clients. SASEC differs from
these thin-client solutions in that DCDs are dumb, i.e., they
have no processors, a necessary feature for the cybersecurity
advantage.

VIII. Conclusions

Our proposed Secure Affordable Sustainable Edge Clouds
(SASEC) architecture offers two key advantages: (i) cost
and (ii) cyber-security. SASEC proposes that computers be
grouped together into an edge cloud, along with applications,
which are then shared by a large number of households,
or users in a large enterprise. Each household or user has
a simple KVM terminal. These terminals lack processors,
and hence operating systems and software. Removing the
CPU from the edge devices leads to increased cybersecurity
for all by vastly reducing the attack surface. Centralizing
the processing hardware and software licenses into the edge
cloud allows the community to share the cost burden, use
smart power management techniques to reduce energy usage,
keep up with security updates, and offer centralized intrusion
detection and prevention for better cyber-security. Finally,
significant HR savings are possible if SASEC is adopted
in large enterprises, such as universities. SASEC offers a
means to broaden the sustainability goals to beyond energy
efficiency by supporting greater livelihood opportunities and
opening up opportunities for democratic governance to shape
client-provider relationships. Experiments demonstrated that
for video-intensive applications, even with compression, about
50 Mbps is required per user for 1080p video. Also, latency
experiments demonstrated the need to make the round-trip
delay between the user KVM terminals and the edge-cloud
servers less than 10 ms. Finally, a hardware design was
proposed to carry video signals from the edge cloud to the
KVM terminals, and keyboard and mouse input from the
KVM terminals to the edge cloud via Ethernet/WiFi using
FPGAs to implement the protocols, video compression and
encryption/decryption.
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