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Abstract miss once eery (k+1) references in both casest lthe

As the pocessomemory performance gap continues to se;iuedr_li?es OI r%er?r?rydr_equtests corging OhUt f[)p:_the cache are
: : quite diferent. for the direct-mapped cache this sequence
grow, so does the need forfesdtive tools and metrics to is [0,N]0, but for the fully-associate cache it is

guide the design offafient memory hierchies to bridg (1,2, ..., (N=1)]0.
that gap. Agregate statistics of cdie performance can be In the past, this diérence vas not especially important:

useful for comparison,ut they give us little insight into  the primary goal ws to minimize the number of cache
how to impove the design of a particular componeng W misses. In modern systems that ergptaultiple levels of

propose a dferent appoad to cade analysis — vieing cache, hwever, the diference might be crucialBy
caches as filtes — and pesent two ne& metrics for influencing the nater of the equest string comingdm
analyzing cabe behavior: instantaneous hiate and  lower level cades, we may be able to influence the

; it i latvely small lut fully-associatie L2 cache (i.e., a
measues can give us insight into thefeence pattern of & '€ \ .
an ececuting pegram, and show an application of these victim cache [1]) wuld be efiective backing an L1 cache

: . ) with conflicts on only tw locations, whereas it might &k
measues in analyzing the fefctiveness of the seconddé a much lager cache to compensate for an L1 that

cache of a particular memory hiarchy. distributes its gictions aver more memory locations.
1. Introduction 2. Caches as filters

_The graving disparity between the speeds of  The goal of this research is taig insight into the
microprocessors and DRAM memory neakt imperatie design of multi-lgel cache systems. In a sense, designing

to use dective caches or other structures between them.memory hierarchies is akin to designing a Compound

The traditional measures of the quality of a caching optical lens: no single lens has all the desired properties,
stratgly have been the agggatemiss ate, or fraction of byt by cascading seral lenses, optical designers can
accesses that cannot be serviced by the cache, and thgchiere amazing acuityLikewise, we can vie a cache as
execution time of a benchmark. -~ a filter that comerts an input sequence of data references
We ague that other metrics — specifically ones that into an output sequence representing a subset of its input.
focus on characteristics of the reference string —vigeo By composing a series of such caches, we attempt to filter
greater insight and guidance in the design of muille a5 mag references as possible from the request string
cache systems. Our approach is waigd by a simple  pefore it is presented to main memofp get the best
obseration: two caches with precisely the same miss rate overall performance, eever, the goal of a particulantel
(or execution time) may achée that performance in quite  of cache is not just to filter out the most referencesid

different ways. for example, consider tarcaches of siz condition the reference string so that thetreache leel

— a direct-mapped cache and a fully-assogatiache will be most efiective.

with LRU replacement. Consider the (admittedly  |n the folloving analysis, we describe reference strings

contrived) reference string: as sequences of address®s, a,, a,, as, a,, ...C. Note that
[0 1,N% 2,05 3, NK 4,01 ..., (N—1), NN© the subscript denotes tpesitionin the reference string,

, . and is only loosely related toall-clock time: after seeral
where a superscripk denotes a specific number of |evels of cache wexpect the references to be spaced

repetitions and* denotes an indefinite number of ynesenly in real time een though theappear adjacent in
repetitions. Br this string, the addresses 0 addwill the reference string.

conflict in the direct-mapped cachef i throughN-1 will
remain in the cache.oF a fully-associatie scheme,
wheneer a ngv item is brought in, the least recently used )
references will be 1 through-1, and so these willycle filter
through the cache. After the caches are primed, there is a

<ay, &, &, &, ..~ cache <&y, &, ..>
—_—P —




Making an analogy to signal analysis, the signal is the

reference string transformed by some measure (possibly

the identity function) computed on the reference string.
Comparing a cacheinput and output signalsvesals what
kind of filtering efect the cache Is king on that input.
The signal analysis analogy has appeat jtonly goes so
far: tools like Fourier and Laplace transforms don’
immediately applybecause caches-as-filters are not linear
(Being linear requires that an input equal to the sumof tw
other inputs generates an output equal to the sum of th
corresponding tev outputs. In terms of a cache, thisuld
require that earlier referencest affect the output of later
references, which @uld mean that the cache has no state.)
This leads us to the delopment of n& measures specific
to our application domain to use as transforms instead.

3. New measues of effectveness

Alternatve measures to miss rate (which can also be

thought of as alternat transforms to ¢urier or Laplace
transforms in signal analysis) that we argedeping are
described bel@. We do not claim the precise definitions of
the measures we V& created are the best possible
measures. Rathere choose them for their simplicity and
correlation to intuition, toxplain the concept of caches-
as-filters, and toxplore the usefulness of non-aggaie
measures to memory hieraycanalysis.

references, the term is ¢g@r when the te addresses
are closer together

- The second term loosely corresponds to a notion of
tempoal locality; weighting the spatial components
by the diference in subscripts me& the term layer
for references that are closer together in the reference
string.

The product of these terms isdast for references that

@re close both spatially and temporaBy summing wer

all previous references, we get a measure that gelar
when there are mauprior references that are spatially and
temporally local. As a practical mattesince reference
strings can bexeeedingly long, we generally do not sum
from j = 0, but rather sum fromj = (i—w) for some
window sizew. If w is suficiently laige, the terms for
smallerj are irrel@ant to our results, and we can safely
ignore them:
i—1
I, = Z
j=i—-w
This definition of instantaneous locality has at least tw
immediate uses. First, it pridles an alternate and
enlightening figure of merit for caches. The ideal
composite of cache filters is one that res® all the
locality in the input reference string and produces an

1 y 1
laj—ay| + 1" [j~il

To describe properties of reference strings, we defineoutput reference string that has zero localitgrgwhere.

two measures. The first is tiestantaneous hitate, h; .
The usual definition of hit rater@rages wer all references
in a string; by contrast; is a function measured ead
pointin the reference string, to emphasize recentlieha
The definition we use is:

hi =& +0olh_,

wherep; is O if thei reference is a miss and 1 if it is a hit,
and 0<o<1. This definition ®hibits the desirable
property of decreasing the contriton of hits and misses
according to he far they occurred in the past.
Throughout the rest of the paper we choose 1/2,

(Note that to truly hae an output reference string with
zero locality gerywhere, it vould necessarily be the null
string or a single reference. Aneference string of tavor
more references will va@ some locality We beliee |; is

a more informatie measure than an aggage miss ratio.
This nev figure of merit corresponds closely to our
intuition about the quality of a cache. Cacheplat
locality to intercept and reme references; thus wan
locality left in the output string signals ailfire of the
cache (or that the corresponding misses are compulsory),
although it is the xastence of this locality that ggs us
hope that another Vel of cache can be fettive.
Alternatively, if there is no locality in the input to start

because this measure may be useful at run-time to indicatavith, a high miss ratio is not a sign of cachguire.

phases of reference bef@ and dviding by two has adst
implementation. Note that with = 1/2,h; has a maximum

The second immediate use of this locality measure is
also a use of the instantaneous hit ratey Tiee us insight

value of 2. This happens because a series of cache hit#ito the underlying patterns of the reference string and the
yields the sequence: 1, 3/2, 7/4, 15/8, ... Each element oeffect of a cache on that stringoiFexample, thg reveal

this sequence can be represented byxheession belw,
which has a maximumalue of 2.
2"-1 _
1T
Another particularly useful notion is that of locality in
the reference string.oTgive substance to the intwié

notion, we define thenstantaneous localityl; of a
reference in a stringa,, a,, a,, ...C as:

1
n-1

1
i =il

i-1
_ 1
li = Z |ai—aj|+1x
i=0

The precise form of this definition is immaterialjt b
this particular form attempts to folloour intuition:
- The first term in the product correspondspatial
locality; by forming the difierence between v

that locality is “lursty” — real reference streams tend to
have regions of high locality separated bygrens of
relatively low locality. [2, 3,4] E\en after a reference string
is filtered by a cache, we may still segioas of relatiely
high locality

These obseations are demonstrated in theample
output of Figure 1. The top graph is of the locality of the
input reference string. The middle graph is of the
instantaneous hit rate as determined by an 8K, direct-
mapped, 1-byte line size cache, and the bottom graph is of
the instantaneous locality of the reference string output
from this same cache. Thexperiments described
throughout this paper i@ the follaving characteristics
unless noted otherwise:

1) both instructions and data references are included;

2) each dot and hash mark graphed represents one

reference in the original string;
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Figure 1 Example Measure Output fr om MACE System

3) the windav, w, of previous references ikis 100; and reference string. These measures are moffecudif to

4) the alue ofc in h; is 0.5. represent, thus it is important tovieaa toolset to both

Notice hav ‘bursty” all three graphs are. This Ccompute the measures and towlthem to be viwed in a
burstiness indicates that there are periods during which away that contribites to our understanding of the reference
cache can beery efective in eliminating referencesyb  string and cache bebiar. To this end we hes designed
burstiness is important because itfeafs hov well
memory latencies can be tolerated. Specifictily closer

trace

processar \

The filtering efect of the cache is also visible in format filter
these n& measures all® us to identify and analyze
regions of higher locality to>amine the fine structure of

other periods in which it is not at alfeétive, resultingin ~ and prototyped the MBE (Memory ACess Ewluation)
bursts of misses to main memoryhe &tent of the system.
together references to main memory are in real-time, the
harder it is to minimize the memory latgneeen by the
Figurel. Notice hav the spiles in the input locality graph,
(a), are filtered out in the output locality graph, (c). Finally
trace
their references. Arxample of this is included in Section
5.3.

memor y component
filter

formatted and
annotated
trace

As mentioned abe@, we do not claim that the precise
definitions we use foh; and |; are the best possible view characteristic:
measures and we V&not run ghaustve experiments on locality |
the efect of each parameter on each measure under hit rate |
consideration. Experiments to datevédocussed on the i sinoe mmlaceess )
qualitatve aspects of these measures and their ability to super visor vs. user - !
provide more insight into the nature of reference patterns. zoom
Experiments to determine the precisdeef of the Sif’"‘jvpa’ftw'}hr Ofthf':acetrm 20010100
parameters and relating the measuregeouion time are pattemmate b 90110011
one aspect of futureavk.
4. A tool for obsewving new measues Figure 2 MACE System Dia gram

Unlike the traditional cache measures of hit or miss The structure of the system is sho in Figure2.
rates, our n@ measures ha values for each point in the MACE tales as input trace files of memory references,



puts the references in a common format, and enables the
user to analyze the traces by running them through cache
filters and observing the locality of the reference strings
before and after each cache. At this time, GFAis not
available for distrilution. These results were generated
with an initial version that allowed us to deelop features
of the interfice quickly The user intedce is implemented
in Tkinter/TCL and the tools, such as the cache filters, are
implemented in C. It all runs under the Solaris 2.5.1
operating system. Thisevwsion is easy to modifjput slov
for interactve execution. A secondersion, implemented
in JAVA and C++, is under delopment. All indications
are that this ersion will be useful as an interagitool.
Sample output of the wwvdimensional graphing
function is shwn in Figurel. Three graphs are included
as described in Section 3. The user can zoom iNngPONE
of interest to inspect the underlying form of the reference
pattern, or zoom out to see more globdkask. (See
Section 5.4 for a “zoomed outkample.) In each graph,
the y-axis corresponds to the unitless instantaneous
locality value or hit rate as appropriate. The x-axis can be
configured to use the position in the original or top trace to
compare graphs from before and after a cache filtexan
refer to the position within the reference string under
analysis to compare @i#frent, perhaps unrelated, reference
strings. In graphs that use the position in the original trace

as an x-axis, the references that hit in the cache are denote

by small hash marks just althex axis in the output
locality graph. Graphs, such as this one, that are
completely “zoomed in” display one localitglue or hash

mark for each address in the reference string used as the x

axis.
5. Preliminary r esults
5.1 A motivating example

Applying these n@ measures to thexample in Section
1 yields the results in Figuand Figurel. Recall the
example input reference string:
[0 1,N% 2,05 3, NK 4,05 ..., (N—1), NN©

In these gperimentskis 1 andN is 8192, and the cache
line size equals the size of each datum. Fi§@ag shavs
the instantaneous locality after the edaxpression has

Al
N I
8 ' Kg_u _M ww bt
= St S
8 x
= ®
é ;,5 16335 position in original trace 16470
T
Lo} >\2. ...........................
£t [ fti
52 ‘MMWMMWWW‘
=0
S e posifion in onginal race ——
2
:§ >\2.
1 —
S a -
S 3
88 |l
S e position in original trace 16470
2.2
22
55
S 811
23 e
2RO
S 136

position in original trace
Figure 3 Instantaneous Locality in Stead  y-State

like, lut not an actual simulation. Thigmains the x-axis
discrepang.)

The fact that the direct-mapped cache produces higher
l; values indicates that there Is more locality left in the
output string, and hence anotherdeof cache wuld be
more efective here than it wuld be backing the fully-

been run through once, and the caches are primed. Thassociatie cache. It also means that the direct-mapped

output locality of the direct-mapped cache wghoin

cache is not as fefctive at eploiting the locality in its

Figure 3(b) &hibits a steady-state instantaneous locality input string, and perhaps a stand-alone direct-mapped
close to 2, once the cache is primed. Figure 3(c) and 3(d)organization is not the best design choice for thigllef

display the instantaneous locality of a fully-assoeti
cache. Random replacement yields more hits angra v
different output pattern, stvm in Figure3(c). The line
from the last locality point visible in Figufc) connects
it to the one for the e reference. Since the xtemiss
coming out of the cache happeas in the future, it does

the hierarcit with this reference string. A direct-mapped
cache backd by a small victim cache, Wwever, might be
more efective than one or more Vels of associate
cache.

Figured4 graphs the instantaneous hit rate after the
caches are primed, with the input from Fig8(a). Unlike

not appear on this graph. This separation occurs becausgn aggrgate measure, the instantaneous hit ratastior

references retain their positions from the original input
trace in this analysis mode.itW LRU replacement, the
reference string from the primed fully-assodiatcache
would repeaf1, 2, 3,4, ..., (N-1)]0, and the graph of its
instantaneous locality euld resemble the picture in
Figure3(d), leveling of at a \alue close to 1, and dipping
slightly when the pattern gas agin. (Note that Figure
3(d) is an gample of what this locality graphowuld look

what part of the trace the cache is performing well, and for
what part it is not. Further attention can then hemito

the problem rgions. Fr example, looking at the
instantaneous locality for ag®n of poor performance
can determine if the input string hasyasignificant
amount of locality for the cache to use. Looking at the
trace itself in that igion will identify the reference pattern
that ehibits the problem.
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Figure 4 Instantaneous Hit Rate in Stead y-State

5.2 Recognizing pogram constructs

To get a better feel for what the instantaneous locality
measures can tell us, we used a trace-description languag
[5] to describe a simple loop accessing multiple data
streams daxpy and a loop nest accessing otw
dimensional arraysr{atmu). Figure5 shavs pseudocode
for these program fragments.eWan these constructs
through an interpreter to generate synthetic traces, whict
we analyzed with ME&E. Figures through Figurd.l
shaw the locality measures for our 8kample caches. In
the discussion that foles, three catgories of program
constructs are identified. One is a stream, emtorlike
access. The other tnare code loops; one single loop and
one doubly-nested loop.

Figure6 shavs input and output locality from start-up
for the code portion of a 10,000-elemeniaxpy
computation. Each loop iteration is easily discerned in the
input locality pattern in Figuré(a): each single loop
forms a hump in the locality graph. Once the loop is
loaded, all references hit in the instruction cache, thus all
of the locality from the input in Figuig(a) is filtered out
in the output in Figuré(b). This output \&s generated
with a direct-mapped cacheythbecause this loop fits in
cache, results for both replacement policies are nearly
identical (e.g., see the combined reference string output of

both caches in Figur®).
daxpy for i =1 to 10000
yli]l =y[i] +a* x[i]
matmul for i =1 to 10
for k =1to 10
reg = x[i][k]
for j =1to 10
z[i][j] +=reg * y[Kk][]j]

Figure 5 Pseudocode f or Program Constructs

Figure7 shavs the locality graphs at start-up for the
data portion of thelaxpytrace. Its easy to see the pattern
in the input of Figur&(a): the first three references,ao
X[1], and y[1], hare relatvely little locality, but the

instantaneous locality alue shoots up at the second
reference tg[1]. The rising cure defined byeery fourth

dot represents the repeated references to szalarthe
direct-mapped cache output of Figui®), the locality

from the repeated referencesatandy][i] are filtered out

(the repeated sets ofdvicks just abee thex axis indicate
where these cache hits occurred). Since the data set does
not fit in an 8K cache, the patterns at the right end of the
locality graphs in Figur@ will repeat throughout the
computation for both the direct-mapped and assweiati
data caches. Notice Wwoin both parts of Figuré the
locality values representing sequential references yo an
particular ector ramp up to a point and then become a
straight line. This ramping up to a straight line is the basic
pattern behind wery stream. The actualale the line
approaches is dependent on the stride of the stream and the
separation between indiual references to that stream.
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Figure 7 Instantaneous Locality f or daxpy Data

Figure8 shavs what happens wittdaxpy for a
combined instruction and data cache, either direct-mapped
or 4-way set associat. The loop iterations are still
evident in the repeated patterns in the input of Fig(ed.
It is also possible to see the stream patterns from
Figure7(a). The output locality in Figu&c) and
Figure8(d) resembles the output locality of Figui)
spread out in time. In all these traces, eact reference



to x andy misses the cacheutall other instruction and
data references hit. The
Figure8(b) demonstrates this graphically: tredue ofh;
drops at precisely tavpoints during each loop iteration.
The replacement poljcnever comes into play

Figure9 through Figurd.1 illustrate results for matrix
multiply on 10x10 matrices. ®/chose the small problem
size to mak patterns in the resulting graphs more readily
apparent. The code description for this computatias w
modeled after the assembly language output of gcc on ar
HP FA-RISC. There are 36 static instructions injtheop,

27 more in the&k-loop, 5 more in the surroundingoop,
and 5 in the prologue. The nested loop® gise to a more
comple locality pattern than the simplaxpyloop, as
evidenced by the graph in Figuééa).

The prologue and the first iteration of each loop
generate roughly the first inch of the input locality graph
in Figure9(a); the instruction addresses for thigraent
are sequential, so input locality rises steadily as for a
stream. The numericabiue of ag locality point is much
less important than the patterns the points create. The
larger dips signal the baclard branch at the end of the

loop. The entire ggment depicts 3+ iterations of the
innermost loop, or roughly 140 total instructions.
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Figure9(b) shavs the instantaneous hit rate, which is
the same for both the direct-mapped and theay-gset

associatie cache. Once the loops are loaded, the
instantaneous hit rate incomputation runs entirely out of the cache. Since there are
no cache misses until all 10 iterations of fHeop hare
finished, there is no locality left in the output of

Figure9(c).
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Figure 9 Results f or matmul Instruction T race

Figure9(d)-Figure9(f) shav the locality and hit rate
graphs at the end of the first iteration ofkHeop. The dip
in input locality in Figureéd(d) at the same place that the
instantaneous hit rate drops in Fig@(e) marks the
execution of the remaining instructions in the intermediate
loop (and the corresponding cache misses), then the
pattern for the inner loop picks upaag in the right half of
Figure9(d). Notice the pattern of the doubly nested loop
apparent in the combination of Fig@&) and (d).



2.8 locality pattern in Figur&0(a) dips slightly when we load
| the net element ofx. The locality output in Figur&0(c)

2 shaws that stack references and repeated acceszesdo
g5 13 l H I ] filtered out by the cache. Recall that we modeled a cache
2= ol fri et} with very short lines; one with longer lines could dak
§}§ more adantage of spatial locality among the array
= — references
< ! posttion in frace e Figurell shevs the combined code and data string as
o 20% ) ) the k-loop completes its first iteration. The hit rate in
oz WWWWWWWWW“{VW{W Figurell1(b) drops as the cache services the compulsory
T8 10 instruction misses we wain Figure9(e). The locality
=22 output in Figurel1(c) reflects the drop in hit rate during
=° this transition from inner loop to intermediate loop.

; posiion in race oo In this section, we he talen two program fragments,
and hae decomposed the full reference traces coming

z 28 from the CPU, separating the strings into wial

§g— “signals” representing code and data. In applying our
=5 13 locality measures to the indilual and meged strings, we
3% have obsered that one can discern the conitibns of

3® S e individual scalars or data strings in the locality graphs, as
s 1 136 for the scalar ariablea in daxpy the stack references in

position in trace matmu] or the ‘ector accesses in both benchmark

fragments. In addition, loops are also clearly visible as
“hump” patterns. This suggests that other decompositions
Smaller dips indicate the backvd branch in the inner ©Of a reference string into its component signals will also
loop and the less frequentdardip in (d) corresponds to  Prove enlightening. Exploring these decompositions is
the backvard branch of the outer loop. By this point, all Part of our plan for future ark.

instructions for all three loops are resident in cache, andg 3 Introducing more realistic reference strings
there are no more instruction misses in the entire trace.””

This can be seen in the lack of output locality in  The eamples abee illustrate some of the uses we
Figure9(f) and in the absence of a line connecting the enision for these ne measures. It is also interesting to
locality point for the lask-loop cache miss to another on - see hay these measures apply to real program references.
its right. For the first set ofsgeriments, we chose to use the@H
traces from Brigham auing Unversity [6, 7, 8].
These tracesxaibit minimal space and time dilation

.56
effects, are wailable for more than one processamd are
28 ‘V ’U ’I[ [’U 1‘[ ﬂ‘[ easy to obtain (see http://pel.cs.byu.edu/). The results
) described belw are preliminaryand hae all been run on
the first 450,000 references of a trace generated with the

Pl —— 061.lenhusl benchmark from the SPEC SDM suite (see
position in onglnal trace 610

20 ] - - . - ; . http://www spec.og/osg/sdm91/). This erkload consists
of UNIX shell scripts thatxercise the operating system as
well as the CPU and I/O components of a systema#t w

19 collected on a SKRC 1+ with 40 MB of memory running

Figure 10 Results f or matmul Data Trace

after j-loop

a) input locality

SunOS, and because of theeznal MMU of the SRRC

chip set, all addresses are virtual. This particular trace

_ simulates 20 users, includes operating system references,

475 position in original trace 610 and tracing bgan 120 seconds into the benchmarle W
chose the first section of this trace becauseai easily
available via ftp, and because the specifics of the trace did
not seem crucial for our initiakplorations.

.28
One of our first obseations is that the locality of
realistic reference streams is ufisty” in nature.

b) hit rate
after j-loop

.56

after j-loop

c) output locality

Sometimes the locality is high, reflecting references that
position in original trace 610 are close in space and time, and then the locality will
suddenly drop and staywviofor some period. This is
Figure 11 Results f or matmul Combined T race evident in the input locality skven in Figurel2. In

addition, these ursts often occur in patterns that are

Figurel0 illustrates data locality at thedgiening of the repeated in the trace. Our results from Section 5.2 and our

matmul trace. The peaks in the input locality graph examinations of the addresses in the trace indicate that this

represent references to automatic or temporarigbles

on the stack in between references to aryagedz. We

can see one iteration of tHeloop ending where the
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pattern recurrence results from repeated loops thatwithin this windav on the trace. The remaining items are

generate @ry similar reference streams. clustered data references: addresses near each other are
Indeed, we belie loops to be responsible for most of labeled with the same lettelThe address sequence

the high locality areas in the output. This makntuitive continues lile this for seeral more iterations.

sense, and we ha examined map portions of the trace to . L

test this lypothesis. Br example, Figurd3 shevs the  9-4 A practical application

reference addresses corresponding to the edaskction

of the locality graph in Figuré2(a). It is not yet clear hw to use this approach to determine

Figure 13 Detail of 061.kenb usl Input T race Section

The boxd references in Figude represent repeated
addresses that correspond to instructions in the loop.
Instructions are labeled according to their iteration number

what kind of cache todild at a particular kel of the

trace —nstruction teration  data data memory hierarch for a class of traces<kibiting given
position address label _ address _label qualities, although it is our hope that thiork will
222995 0x04d64 1 eventually lead to tools that will help us do just that. In the
222996 meantime, we can use these tools to determine what kind
222997 0x193b7 A of cachewon't work well in a gven situation.
e X e L Consider a cache hieragckimilar to one of the Intel
223000 0x04d74 Pentiunid Pro chip sets [9], with L1 instruction and data
223001 Oxlaadd B caches that are both of size 8K with 32-byte lines. The L1
223002 0x04d78 data cache is 2-ay set associat, and the instruction
223003 0x04d7c 1 cache is 4-way set associat. The L2 cache is combined,
223004 0x04d80 256K, 4-way set associat with 32-byte lines. &
223005 0x04d64 . N .
293006 0x04d68 2 compared this L2 with tavother combined, 256K caches,
223007 0x193b8 A both direct-mapped,ub the first has 32-byte lines, and the
223008 0x04d6C second has 128-byte lines. Ouperiments used random
223009 0x04d70 2 replacement, which dérs from the LRI and pseudo-
223010 0x04d74 p P
223011 X oxlaada B LRU policies of the Pentium Pro, ut this diference in
223012 OX04d TS policies does not materiallyfatt our conclusions
223013 0x04d7c 2 ~When we analyzed the O6&mtusl trace for these
223014 0x04d80 hierarchies, we found that the direct-mapped L2 with 128-
o o 3 byte lines performs much better than the L2 caches with
993017 z 0x193b9 A 32-byte lines, both of which performeery similarly
223018 OX0Ad6¢C Figure14 shaevs input and output localities for a section of
223019 0x04d70 3 the trace. It is\@dent that the associaéi L2 cache with
223020 0x04d74 32-byte linesdils to capture much of theailable locality
gggg I Ox1aabd B in the reference string: the locality output graph in
X Figurel4(c) is almost identical to the locality input graph
223023 0x04d7c 3 . A . . S
293024 0x04d80 in Figurel14(a). In contrast, there is relaly little locality

left in Figurel4(e) for the direct-mapped L2 with 128-
byte lines.

This eample is intended to be illustrad, not
definitive. We recognize that such a small input sample
provides insuficient data on which to base architectural



design decisions. Furthermore, our input tracasw We cannot dna conclusions about the L2 replacement
generated on a processoery different from the one  policies, since 450,000 references is not enough to abserv
whose memory hierarghwe modeled, and we did not performance dierences between direct-mapped and set-
model all details of that hierarglexactly. associatie L2 caches of this size. Nonetheless, weeet
that making the L1 and L2 replacement algorithms
different will also yield better performance. Futurerkv

will test this typothesis for a range of replacement
policies.

1.0

0.5

i 6. On locality measues

a) input locality

Our initial locality measures kia proved useful in
preliminary irvestications, it there are seral ways in
which thegy might be impreed (or changed to illustrate

2.0 other properties of memory system bébg. We describe
some potential diérences here,ub presenting results for
IJK‘A L these Is bgond the scope of this paper

53900 position in original trace

1.0 To reduce the amount of computation time and state
required for each memory reference, weehdeveloped a
simpler measure that has similar analytical characteristics
53000 o 67400 to the instantaneous locality measure described in Section
position in original trace 2. This measure introduces the concept ohistorical
addressthat attempts to summarize information about all
10 previous addresses in the string. It does this by applying an
exponentially smoothed weightingadtor 3, to each
address. Assuming a reference string
05 (B, ay, ay, ag, a,, ..., this “quick” instantaneous locality
measureg;, IS defined as:

53900 position in original trace 67400 S - B +(1-a ., wherei>0, a<1
q| |Ai_1_ai|+1 ( )l:q|_]_ ’
Where the historical address, , is:

Ao =
A = Ba;+(1-B) 0A_; wherei>0, B<1

4-way, random
32-byte lines

b) hit rate

4-way, random
32-byte lines

c¢) output locality

direct mapped
128-byte lines

This measure is sensié to the alues of weighting
factorsa andf3, so care must be tak in choosing them,
53900 position in original trace but preliminary iwestigations shw that this formula
produces similar cues to those presented in Section 5.

Other formulas for the spatial locality component may
be more useful than the flifence in bytes betweendw
addresses. @are inesticating measures that use a step
function to incorporate the notion of cache line sizesisr b
fetch sizes, so that items that are equally “close” in terms
of the memory system ganization will hae the same

‘ spatial locality @lue. Similarly for memory components
67400 that perform automatic prefetching, the spatial locality
component could reflect the prefetch distance, since items
that lie within the prefetch distance are “closer” than those
beyond this distance.

In the temporal component of a locality measure for

Based on our analyses, our intuition is that the cache acache hierarchies, it may nekmore sense to use the
level N+1 should be designed with afdifent oganization ~ humber of unique addresses betweea teferences (the
and/or rep|acement poy'cfrom the cache at Vel N, LRU dlstance), Infstead O_f the to_tal num_ber of addr_esses.
otherwise both caches aredli to miss on the same kinds Another  potentially  interesting aviant  entails
of inputs. Fr instance, our results suggest that longer linesincorporating optimal replacement (the OPT distance, or
are preferable in an L2 cache backing L1 caches similar tothe number of unique addresses between the current
the Pentiurfl Pro’s. Comparing agggate hit-rates should ~ reference and the rereference to it in the future) into the
indicate that other L2 configurations may perform better temporal locality component.
than the implementation with 32-byte linesf would not
be as useful inxplaining wty.

d) hit rate

e) output locality
direct mapped
128-byte lines

53900 position in original trace

Figure 14 Comparison of T wo L2 Configurations



Another measure we are considering in conjunction 8. Conclusions
with locality measures, is an entgomeasure to determine

the predictability of a reference string. We have introduced the concept of witng caches as
filters, and hee presented the results of and obatons
7. Related vork on some initial eperiments with this e approach to

memory hierarch performance analysis. Er though this

The traditional measures of the quality of a caching work is preliminary we hae demonstrated that the
stratgy have been agggates such as the miss rate. Other instantaneous hit rate and the instantaneous locality
measures break dm summary performance data spatially measures can \@ us more insight into memory
or according to bandwidth requirementsr Bnstance,  referencing behaor than the traditional agggete hit rate,
Tyson et al. perform a detailed characterization of cacheand we hae shevn a practical application of these
behaior for individual load instructions [10], and measures in analyzing thefesftiveness of a particular
Abraham et al. study the memory referencing biemaf memory hierarch Future vork will expand these results
individual machine-teel instructions [11]. Both studies by:
confirm that a ery small number of load and store - running more xperiments on longer traces;
instructions account for a majority of data cache misses. - developing nev measures of locality and cache
Evidence that misses ararbty in both time and space are efficiengy;

available in Thiebaug work regarding the fractal - applying our measures to the design of muitele
dimensions of computer programs and therkw of cache/memory hierarchies:

Voldman and Hoel regjarding softvare-cache . t0 ch terizekioad dt
interactions. [12, 13] Johnson et al. measure spatial reuse ~ USING OUr measures 1o characterizeroads and to

fractions for cache lines, finding thates half the time evaluate their déctiveness with respect taercising
data fetched in a cache with a uniformgkaiine size memory hierarchies; _ o
wastes bis bandwidth and cache space [14]. Huang and - defining the mathematical properties required in a
Shen measure theverage bandwidth requirements of a locality measure;

program as a function ofzailable local memory [15], and - integrating our analysis tools with the SimpleScalar
Burger et al. calculate triéd ratios, trafic inefficiencies, toolset from the Uniersity of Wisconsin [20], so that
and efective pin bandwidths for dérent levels of the we can verk with execution-drven simulation and

memory hierarcyy alguing that pin bandwidth will be a
[se/]ere performance bottleneck for future microprocessors of-order processors; and
16]. . 2 9 . . .
New approaches to characterizing program locality —evalua_tmg the application of_d|g|tal signal analysis
male it possible to represent and discuss locality and  techniques to cache analysis in general.
caching properties in concrete terms. Brehob and Enbody
propose a mathematical model of locality that uses theACknowledgments
distance between references in a trace to capture temporal Ajan Batson. Mark Brehob. MikHaertel. Mile Nahas
locality, and a correspondence to cache lines to capturesaig \Wiliams and Nick Véde all preided insightful
spatial locality [17]. Grimsrud et al. introduce a method of -5 ments on this ark. Robert Bingler wrote much of the
quantifying the locality in a trace and visually representing it implementation of the M&E toolset. W are also

gfa?hae thpr:aoepglr?eesnstlj?nfarli?ﬁgr%ﬂé{i@g e’;%'gri‘ﬁgﬂ]ee grateful to the MASCO reviewers for their suggestions.
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