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1 Introduction

Timestamp-based authentication protocols rely on real-time synchronisation between the prinadpad. in
This synchronisation, whichwnlves all concerned principals agreeing on the notion of their time, is offienltio
achieve, and hence nonce-based protocols wereeldped. Havever, the principals in a timestamp-based
authentication protocol can be made to synchronise to logical tifii@eBf logical time systems can guarantee that
processors (or principals in this case) agree on a logical time. Using this propeityotocols can be d@eloped for
various communication paradigmseWhav one such protocol for interae#i communication between dwparties
using a trusted authentication sarv

2 Authentication Issues

In this section we present a brief background of traditional authentication issues. In pastieulgish to
highlight the golutionary progress of protocols.effollow standard notation for displaying messages:
« A - B]... denotes a message from principab principalB
» {X} K denotes a message X encrypted under é¢hnék
* Npg denotes a nonce generated by princfpahd gven to principaB
* Kpp denotes ady shared by principals andB
In addition, we mad the follaving assumptions for the salkf discussion:
» A andB are the principals in the scenario wishing to communicate Aniitftiating.
» Sis the trusted authentication sefwvhich is the authoritaté source of information garding the kys that
are utilised by the principals on the netk.
| is the intruder capable of reading unencrypted messages, insertingingrooreplaying ay and all
messages,ub incapable of decrypting messages within a reasonable amount of time.

2.1 Needham-Schroeder protocols

Needham and Schroeder present security protocols
addressing three types of netlkk communications:
interactve communication, oned&y communication and
signed communication that can be authenticated by a third
party [Need78]. Figuré shavs the Needham-Schroeder
protocol for interactie communication betweeA and B
using secretdys . The sequence of messages is asielo

A - S|Nag, A, B

S - A[{Nas, B, Kag, {A, Kag}KagtKas

A - B|{A, Kap}Kgs

B — A|{Nga}Kas

A - B|{f(Nga)}Kae
Similar figures can be dnen for the other protocols proposed
by the authors. Heever, we will concentrate on this protocol
for the rest of this papeunless otherwise mentioned.

{A, K ag}Kgs

{Nga}Kae
{f(Npa)}Kag

FIGURE 1: Needham-Schroeder protocol

The order of the fields in the messages maje Hmeen changed for the sa&f continuity in the discussion. It is
obvious that these changes in order do nigicathe protocol.



Needham and Schroedem#d using timestamps in their
protocol because it presupposes a pektwvide reliable
source of time. Hoever, Denning and Sacco point out that
the Needham-Schroeder protocols are not secure when the
session &ys are compromised [Denn81]. Theropose a
solution with fever messages based on timestamps that
would prevent replays of messages if eylis compromised.

T is the timestamp of the corresponding message in their
protocol (Figure?). The sequence of messages fefip

A- S|A B

S - A{T, B, Kag, {T, A, Kap}Kgs}Kas =®

A - BI{T, A, Kag}Kas
Principals receing messages arexmected to check the FIGURE 2: Denning-Sacco modification
timestamp of the message with thewrotimes, &ctor in
normal discrepancies between their clocks and thesgislock {t;), and account fongected netark delay times
(Aty). The authors suggest thagndB can \erify that their messages are not replays by checkingGlak — T| <
Aty + AtZT. These measures are estimates and cannapbeted to alays hold in a real system. Hence, if a message
arrives slightly later thanxpectedB cannot distinguish between an intruder attack and an abnormal delay

Accordingly Needham and Schroeder suggest a 5
modification to their original protocol, siwa in Figure3, \c}i-‘?
that eliminates the timestamp [Need87]. The steps of the
protocol follaw:

A-BIA

B — A[{Nga, A}Kgs

A - S|Nas, A, B, {Npa, A}Kgs

S -~ Al{Nas, B, Kap, {Npa: A, Kag}KastKas

A - B|{Nga, A, Kap}Kgs

{T. A, Ka}Kes

{Nga, A}Kap

FIGURE 3: Modified Needham-Schroeder protoc

It is notevorthy that the abee protocols require double
encryption. Oty and Rees reme that requirement, thus
making their protocol @&tient as well as symmetric Q
[Otway87]. The Otwy-Rees protocol, sha in Figured,
also reduces the number of messages to Assuming C to
be a cowmersation identifier betweeh andB, the steps in the
protocol are:

A - B|C, A B, {Nas, C, A BlKns

B - S|C, A B, {Nas, C, A, B}Kas, {Ngs, C, A, B}Kgs (>
&)
S - B|C, {Nas, Kag}Kas: {NBs, Kag}Kss C, A B, {Nas, C, A BlKas™ '\ /’{;
B-A | C1 {NASv KAB} Kas @l: C {N K }K ®
Notice that this protocol mak etensve use of the dys ' UTAS MABITAS
shared between the principals éhdrhese kys, as opposec FIGURE 4: Otway-Rees protocol

to the sessiondy Kg, are &pected to be long-standing. It is
thus slightly inadvisable to encode too mamessages with them as thateg an intruder more data t@ik on while
attempting to crack theseys.

T Incidentally this equation itself is fleed in the case d@. Notice that the third protocol message originates fgpm
but reache® via A. Also, A has to gtract this third message from the second message, a decryption operation that
requires some non-zero time. Therefore, for the third mesBay&eshness checkowld have to be|Clock — T| <
Aty + 2At, + t3, where § represent8's estimate oR's processing speed!



3 Logical Time Systems

We naw digress briefly from authentication protocols to present a background on logical time systems. Logical
time was first proposed by Lamport in [Lamp78]. Lamport suggested the use of the “happened-before” relationship,
which forms a partial orderingver esents in a distribted system. Assume a system composed of a collection of
processes, each of which is a sequenceaits. The “happens-before” relationship, denoted-by, is defined as:

« If a andb are @ents on the same process, anaccurs beford, thena - b

* If a is the send of a message &nd the corresponding rewei, thena - b

» The transitve closure wer the abwe two conditions
This partial order can bexeended into a total order by defining an arbitrary total order for the processes that breaks
ties betweenwents for which the “happens-before” relationship is undecidaltua¥/time, proposed by Jefson
in [Jef85], is another logical time system. In thiseey event is labelled with a clockalue from a totally ordered
virtual time scale in accordance with Lamp®r€lock conditions ([Lamp78]). iual time is a global temporal
coordinate system imposed on a disttéal computation. Jefrson visualised virtual time as a one-dimensional
guantity but later researchers V& proposed ector ([Matt89]) and matrix ([Sarin87]) times. A crucialfdience
between Lamportian and virtual time systems is in the assignment of timeents.dn the formerevents are
assigned times as theccur whereas in the lattethe times assigned twants are pre-determined andefilx

3.1 Isotach Systems

Isotach time is anxtension of Lampors logical time. An isotach netwk uses isotach time to reduceethead
arising from the need for synchronisation among multiple processors in a parallel systmB8g[R&/I191]). With
isotach time, a processor can control the time at which the messages that it sendsuteel &y the recéng
processarlsotach logical times arexieographically ordered n-tuples of igers, commonly of the fornpilse, pid,
rank), wherepulse denotes the progression in the time peextiby the entire newvk, pid is the identifier of the
process that issued the message timestamped with isotach timanlaisdthe issue rank of the message, rank =
r if the message is thd" message issued by tp'edth process. Isotach netrks maintain the isotachvariant: a
message is recsid exactly d pulses after it is sent, wheckeis the logical distance the messagedls Since a
processing element (PE) can control the logical time of receiptyofn@ssage it sends in an isotach system, the
isotach netwrk gives the pwer to enforce properties Bkatomicity and sequential consistgnc

3.1.1 Sequential Consistency

In a sequentially consistentexution, the eerall order of gecution of operations is consistent with the order of
execution implied by each inddual process’ sequential program [Lamp79]. Inveptiional systems, sequential
consisteng could be enforced by disalling pipelining. Hence, a processwd hae to wait for information telling
it of the execution of its last outstanding operation before it can issuextoperation. An isotach netuk imposes
no such restrictions on pipeliningo €nforce sequential consistgrna isotach systems, a processor timestamps each
send operation to be reoetd in a pulse greater than or equal to the pulse in which the preceding opeaatsemiv

3.1.2 Atomicity

Corventional systems enforce atomicity with locks.wéeer, the penalties associated with locks are: lock
maintenance \@rhead, werly-restrictve access to shared objects, and the possibility of deadlock vehathi.
Isotach systems use atomic actions to enforce atormigitgtomic action issued by a process is a group of operations
appearing to bexecuted indrisibly (without interleaing with other operations). Atomic actions can flz or
structur ed. Flat atomic actions ka no data dependences among shaaedhles, whereas structured atomic actions
have data dependences among the shamedhles. A detailed discussion about atomic actions is inessential for our
purposes. Interested readers may refer tdl9@] for a more complete discussion. Wever, in the interests of
shaving how processors can control theeeute times of messages at their destination, we presexaple using
flat atomic actions.



A processor in an isotach system
executes flat atomic actions by sending all
operations in each atomic action to be
receved at the destinations in the same
pulse. Consider the netrk in Figureb. A
and B are shared ariables in memory PE,
modules MM, and MM respectrely. PE
and Pk are processing elements. Switches
interconnect the elements. PEtomically
readsA andB, and Pk atomically writesA MM g
and B. PE and PE could eecute their
atomic actions asynchronously as fali

MM ,| PE = Processing Element
MM = Memory Module
S = Switch

PE,

PE, sends theread on A one time pulse | operation Sender Send Tme Distance Receve Time
after it sends theead on B, so that both the

reads reach their destinations in the sameread A PE; (i+1,1, ...) 2 (i+3,1, ...)
pulse. Pk sends itsarite on B one pulse ) )

after it sends therite onA, again to ensure | "eéad B PE (.1, ..) 3 (i+3,1,...)
that both thewrites get to their destinations| |, . ; ;

in the same pulse. By virtue of the isotacherte A PR (.2 3 (+3.2..)
invariant, both operations in each atomicwrite B PE, (4+1,2,...) 2 (4+3,2, ...)
action are receed in the same pulse. If all

four operations happen to reach th ° FIGURE 5: Flat Atomic Actions on an Isotach Netvk

destinations in the same time pulse, the
executions will still be atomic because the operations in the same pulse widdrged in order gbid of the sender

3.2 Other Logical Time Systems
In the interest of bréty we defer discussion on the suitability of other logical time systems to our protocol.

4 Authentication based on Logical Time

Previously-considered authentication protocols, with tkeeption of the Denning-Sacco protocol, were nonce-
based because itag dificult to construct a system of processes that agreed on time. The Denning-Sacco protocol
attempted to address this by accounting for possiteessketween the clocks ofrkious principals and message
transmission delays. M@ver, the problem of globally synchronised real-time clocks is hard. On the other hand, the
problem of loosely-synchronised logical-time clocks has beereddly isotach and other systems. Therefore, a
timestamp-based protocol empilog logical time holds more promise than a similar protocol eynpdoreal-time.

There are tw aspects to the marriage between logical time systems and authentication. One aspect is proposing a
new authentication protocol byxploiting the guarantees a logical time systerfersf The other aspect is
demonstrating the ease with which authentication can be embedded in a logical time system.

4.1 Protocol

Our nev protocol is succinctly summed up by Figére
We list the protocol steps be&lo

A- S|t,AB

S - A|{t+1, A, B, Kap}Kas

S - B|{t+1, A, B, Kap}Kas
In words, at logical time, A expresses td5 an intent to
communicate withB. (In the contet of an isotach-based
system,A ensures tha$ executes this message at tinte S
responds at timer1* by sending out aalid session & for A
andB. The ley is sent toA encoded under Js, and toB
encoded under ks Since these dys are shared only o
between the wolved principals, an intruddr cannot drav
ary meaning from the encrypted messages. FIGURE 6: Logical Time-Based protocol




4.2 Resistance to Intruder Attacks

In isotach-based logical time systems, the logical time associated with a message is inserted by the system itself.
However, we will assume the intruder capable of bypassing this feature agidgdimes. The intruder could
modify unencrypted messages, and reenor insert ay and all messages. Rewing the first message causes a
denial of service, an attack that is not addressed well by most protocols, including aasld modify the
timestamp of the first messaget'idout this would causeéA to become suspicious when it seegharrive att'+1. Of
course, ift'<t, S would get a message from its past, causing it to become suspicious because in an isotach system a
process can get messages only in its present or immediate futtwald change anof the principals in the first
message, resulting in denial of servicaththe messages timestamped, the worstl could do is remee one or
both messages. Clearly replay attack will not ark because botA andB can detect the discrepanthis would
cause in the progression of logical time. Alsogould not foge aly of these messages because it does not possess
Kas Or Kgg If I remaves the message sentBpthen wherA begins to communicate witB, presumably at+2, B
would not understand that message, not being in possessigg 0BKce the only reason such a scenario coutd ha
occurred is due to an intruder attaBk¢ould raise a arning. Lastlyif | remoes the message sentApA could
progress its logical time and assuBis non-response to be a denial of service caused by an intruder attack.

4.3 Formal Analysis

We nav formally analyse our protocol usingABl Logic. BAN is a simple doxastic logic that describes the
beliefs of trustwrthy parties inolved in communication and thevadution of these beliefs as a result of
communication. An imolved description of BN is in [Burr90]. The idealised protocol is as belo

A- S|t AB ‘

S o A|{t+1, A 2B Bl}Kas

S - B|{t+1, A AB B}Kgs
To analyse our protocol we firstvgithe follaving hypotheses:

A believesA ‘S S, B believesB ‘85 S,
Shelieves A AS S, Shelieves B BS S,
Abelleves(ScontrolsA o B) Bbelleves(ScontroIsA - B),
A bellevesfresh(t+1) B believes fresh(t+1),

ShelievesA A8 B
The steps of the proof are:

Areceves the message directed to it. By annotation, A sees {t+1, A AB B}Kag

Since we hee the lypothesis A believes A AS S,

the message-meaning rule for sharegklapplies and yields A believes S%ud (t+1,A 2 “a8 B)

We also hee the lypothesis A believes fresh(t+1)

The nonce-grification rule applies and yields A believes Sbelieves (t+K1 A4 “a8 B)
We break the conjunction to yield A believes Shelieves A 2 B

Then, we instantiate K to Ag in the lypothesis A believes Scontrols A & B

to get the more concrete A believes ScontroIsA “r8 B

Finally, the jurisdiction rule applies and yields A believes A AB B............ (1)
Similar reasoning applied ®yields B believes A AB B............ (@)

An isotach-based sezvis expected to ensure bo#handB receve Kyg in the same Iog|cal time. Thus, wh&émndB
receve their messages, it is perfectly reasonable for them torbehat the other partyould also hee receved a
similar message fror8. Note that neitheA nor B knows whether the other has reeed the ky or not, lut both of
thembelieve that the other does. Thus, one could proceed in the proof asspllo

B receves the message directed to it. By Wiexlge of serer, B believes A sees {t+1, A AB B} Kas
Applying the same transformations as in the first 8 steps, B believes A believes A AB B....(3
Performing the same reasoning ds Behalf, A believes B believes A ﬁ‘,B B....(4)

*n general, the time at which responds could big-p, wherep is knavn beforehandp could be a measure of the

logical distance between the principals and the @ieelikely to tale before producing Kg.

The isotach discussion of this requires a lepgtiyression into the Switch Intede Unit (SIU), which we will
postpone for the moment. It §ioes to say that the application may notwrabout the logical time at which itsva
processor is. Since this does not detract from our proposal, we blur the distinction between the process (principal)
and its processeswitch pair

+



As noted in [Burr90], the four guarantees, labelled 1 through 4¢ raak protocol stronger than most others. The
caveats to BN Logic are well-knavn ([Ness90] [Bgd93]), and it is recommended that other logics also be used to
test the protocol.

4.4 Benefits of Appl ying Logical Time to A uthentication

As we hae seen in earlier sections, assuming a logical time system underlying the actions of principals enables

us to formulate a e protocol. The adantages of this protocolrer some xisting protocols are:

» Fewer messages. Our protocol emplgs only three messages, one of which is unencryptecerieessages
implies easier analysis and also increasédieficy due to fever encryption opportunities. In addition, our
messages areewy short.

» Nodoubleencryption: The two encrypted messages in our protocol are encrypted just once. This is feasible
because there is na@hange between the principals desiring to communicate until actual data transmission.

» Low usage of shared keys: Our protocol utilises theegs shared between the senand principals just
once. Unlile session dys that are xpected to be shortvied, shareddys are gpected to be long-lasting.
However, using them often ges a potential intruder more data torlvon in attempting to crack them.
Therefore, sparse usage of sharegsks a significant acintage.

» Mutating keys: PrincipalsA andB could change their sessiosyk5g at pre-determined times. This could
be done by the sezvS handing out a list ofdys with associated logical times instead of just the @ye k
during the authentication sequendeandB (andS) will be loosely synchronised as long asyts&ay on the
logical time netwrk. Therefore, assuming hands out the same list oktime pairs to botA andB, all
concerned parties can be sure that the seseyswvidll mutate predictably at the correct times.

* Symmetric: Our protocol is symmetric in its treatment of the principals.

» Optional continuance: A, B andS must adhere to the logical time system in order #hahdB achieve
mutual authentication. Heever, after receiing the sessiondy and sending the first message at tinia
both A andB need not adhere to the logical time system.fiecefA andB could “plug in” and “plug out” of
the logical time system whever the wish to achiee mutual authentication. Thus, theechead of logical
time remains only for authentication purposes.

» Scalable communication: Insuficient literature rists on hav existing protocols scale in theade of
communication topologies that arefdient from the standard baparty case shwen here. A communication
topology that imolves three parties sharing a commey, khus indulging in some sort of conferencing, is
not farfetched. Intuitvely, our protocol scales better thaxisting protocols in terms of the number of
messages that need to be sent in order forahéokbe distrilited and mutual authentication acisd.

4.5 Benefits of Appl ying A uthentication to Logical Time Systems

We are ware of applications for logical time systems that could utilise authentication among principals. An
example system wuld be a transaction-based systewoiving financial institutions, wherein each institution must
authenticate itself to the other before initiating a transaction. Such applications also require atomicity and sequential
consisteng — features praded by isotach-lie systems. Pending implementation of isotach systems, we can only
speculate on thexeent of applicability authentication will ke for systems desirous of logical time.

5 Conclusions

We proposed a meauthentication protocol based on logical time. Loosely-synchronised processors are possible
under isotach systems. Using this propeptyncipals in loose synchrgrwith an authentication sexw can achiee
mutual authentication usingvier messages and no double encryptioe. aNalysed our protocol informally and
formally using BAN. We believe isotach-based applications can easipl@t authentication.

A more complete analysis of authentication protocols using logical time seems to be the direction of further
research. In particularwe epect to formulate ne protocols for public & systems as also for the other
communication paradigms outlined in [Need78]. Anothemnae of researchauld be in studying the suitability of
other logical time systems such as Isis and Homvards authentication.
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