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Abstract

The coming of giga-bit networks makes possible the realization of a single nationwide virtual computer
comprised of a variety of geographically distributed high-performance machines and workstations. T
realize the potential that the physical infrastructure provides, software must be developed that is easy to
use, supports lge degrees of parallelism in applications code, and manages the complexity of the underly-
ing physical system for the usérhis short paper briefly describes our approach to constructing and
exploiting such “metasystems”. Our approach inherits features of earlier work on parallel processing sys-
tems and heterogeneous distributed computing systems. In partizalaare building on Mentat, an
object-oriented parallel processing system developed at the Universitgmfia, A more detailed presen-
tation can be found in technical report CS 94-21, “Legion: The Next Logical Stegrds a Nationwide
Virtual Computer”.

1.0 Introduction

The information superhighway is upon us — it will provide the communication infrastructure for
applications as yet undreamed. But what will the highway connedt?tWonnect separate
islands of computational service, allowing them to no more than exchange information? Or will it
allow integration of a multitude of islands into a single monolithic virtual machine? Our goal is to
create a single nationwide metasystem called Legion by combining the communications infra-
structure of the NII with the computational and data resources already available.

Legion will consist of workstations, vector supercomputers, and parallel supercomputers con-
nected by local area networks, enterprise-wide networks, and the National Information Infrastruc-
ture. The total computation power of such an assembly of machines is enormous, approaching a
petaflop; this massive potential is, as yet, unrealized. These machines are currently tied together
in a loose confederation of shared communication resources used primarily to support electronic
mail, file transferand remote login. Howevehese resources could be used to provide far more
than just communication services; they have the potential to provide a single, seamless, computa-
tional environment in which processor cycles, communication, and data are all shared, and in
which the workstation across the continent is no less a resource than the one down the hall.

A Legion user has the illusion of a single, very powerful comﬂ)umerher desk. It is Legios’
responsibility totransparently schedule application components on processors, manage data
transfer and coercion, and provide communication and synchronization in such a manner as to

minimize? execution time via parallel execution of the application components. System bound-

1. We use computer in its broadest sense, to include any display or I/O device, including virtual reality interfaces such as head-mounted
displays and data gloves.
2. In general this is NP-hard. We really mean “do a good job” using a heuristic.
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aries will be invisible, as will the location of data and the existence of faults.

Figure 1 The user views Legion as a single computational resource.

The potential benefits of Legion are enormous. The benefits we envision include: (1) more
effective collaboration by putting coworkers in the same virtual workplace; (2) higher application
performance due to parallel execution and exploitationfeditd resources; (3) improved access
to data and computational resources for smaller sites; (4) improved researcher and user productiv-
ity resulting from more ééctive collaboration and better application performance; (5) increased
resource utilization; and (6) a considerably simpler programming environment for the applica-
tions programmers. Indeed, it seems probable to us that the NIl can reach its full potential only
with a Legion-like infrastructure.

Before the Legion vision can be realized, several technical challenges must be overcome. These
are software problems; the hardware challenges are being addressed and are the enabling technol
ogies that provide the opportunityhe software challenges revolve around eight central themes:
achieving high performance via parallelism, managing and exploiting componeradezieity
resouce management, file and data access, fault-tolerance, ease-of-use and user interfaces, pr
tection and authentication, and exploitation of high-performance communicatiotnsgis We
realize that these are serious, non-trivial, issues; we examine them in more detail in [19][22].

In addition to the purely technical issues, there are also political, sociological, and economic
ones. These include encouraging the participation of resource-rich centers and the avoidance of
the human tendency to free-rideeVihtend to discourage such practices by developing and
employing accounting policies that encourage good community behavior

The vision of a seamless metasystem or metacomputer such as Legion is not novel. Indeed, a
number of systems have been designed to attack one or more of the problems mentioned above,
e.g., AndrewLocus and NSF for file systems [32][35][44], Locus for fault-tolerance, Sun XDR
and the University of \Ashington HCS for heterogeneity[39][40][42]. None has been fully suc-
cessful. What has changed that makes the realization of a complete high performance metacom-
puter possible? The change is that achieving high performance via parallelism, previously
available only for tightly coupled parallel processors, is now possible for loosely coupled distrib-
uted systems [1][3][4][6][8][14][27][33][37][45].

Whether or not a metasystem is explicitly constructed by design, the nation (and perhaps the
world) will eventually build a system that shares at least some of the attributes of Legion. The rea-
son is simple: individual and ganizational users will be required to deal with the increasingly
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obvious shortcomings of a computing infrastructure consisting of islands of computational power
connected via the Internet. Internet tools suaogher worldwide welandMosaicare examples
of current attempts to bridge the gaps between local systems.

The issue is not whether metasystems will be developed; clearly they will. Rla¢ghguestion
is whether they will come about by design and in a coherent, seamless system — or painfully and
in an ad hoc manner by patching together congeries of independently developed systems, each
with different objectives, design philosophies, and computation models.

2.0 Legion

From our vision of Legion we have distilled six primary design objectives that are central to the
success of the project; easy-to-use, seamless computational environment; high performance via
parallelism; single, persistent namespace; security for both users and resource providers; manage
and exploit resource heterogeneity; and minimal impact on resource’s\waoal computation.

Easy-to-use, seamless computational emvirtent Legion must mask the complexity of the
hardware environment and the complexity of communication and synchronization of parallel pro-
cessing. Machine boundaries should be invisible to users. As much as possible, compilers, acting
in concert with run-time facilities, must manage the environment for the user

High performance via parallelisniegion must support easy-to-use parallel processing with
large degrees of parallelism. This includes task and data parallelism and their combinations.
Because of the nature of the interconnection network, Legion must be latency tolerant, Further
Legion must be capable of managing hundreds or thousands of processors.

Single, persistent namespaé&ane of the most significant obstacles to wide area parallel pro-
cessing is the lack of a single name space for file and data access. The existing multitude of dis-
joint name spaces makes writing applications that span sites extrerfielytdif

Security for users angtsouce ownersBecause we cannot replace existing host operating sys-
tems, we cannot significantly strengthen existing operating system protection and security mecha-
nisms. Howeverwe must ensure that existing mechanisms are not weakened by Legion.

Manage and exploitesouce hetengeneity Clearly Legion must support interoperability
between heterogeneous components. In addition, Legion will be able to exploit diverse hardware
and data resources. Some architectures are better than others at executing particular kinds of code
e.g., vectorizable codes. Thesérdties, and the costs of exploiting them, must be factored into
scheduling decisions and policies.

Minimal impact on esouce owneis local computationThe noticeableimpact of Legion on
local resources must be small, particularly with regard to interactive sessions. If users notice a sig-
nificant performance penalty when their site is attached to Legion, they will withdraw; an
observed penalty must be more thaisetfby the benefits of Legionnaire status.

2.1 Approach

The principles of the object-oriented paradigm are the foundation for the construction of
Legion; our goal will be exploitation of the paradigngncapsulation and inheritance properties,
as well as benefits such as software reuse, fault containment, and reduction in caniplexity
need for the paradigm is particularly acute in a system gs &wd complex as Legion. Other
investigators have proposed constructing application libraries and applications for wide-area par-
allel processing using only low-level message passing services. Use of such tools requires the
programmer to address the full complexity of the environment; theulliforoblems of manag-
ing faults, scheduling, load balancing, etc., are likely to overwhelm all but the best programmers.
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Our approach to constructing Legion is evolutionary rather than revolutionary. We have begun
by first constructing a Legion testbed by extending Mentat, an existing object-oriented parallel
processing system [24]. Mentat attacks the problem of providing easy-to-use high performance
parallelism to users. Mentat has been used to implement several real-world applications on hard-
ware platforms spanning the bandwidth/latency space and in a heterogeneous environment
[20][21][23]. Mentat’s object-oriented structure, and its ability to achieve high-performance on
platforms with very different communications characteristics are the key factors in our choice of
Mentat as our implementation vehicle. The testbed provides us with an ideal platform to rapidly
prototype ideas, forcing the details and hidden assumptions to be carefully examined, and expos-
ing flaws in the ideas or in the system components.

There are two principal reasons for extending an existing system rather than starting work on
Legion from scratch. First, building on Mentat will allow very substantial savings in the amount
of code required before initial applications can be executed. Second, we will be able to use a sys-
tem which we know works and with which we aready have had very considerable experience.
New capabilities can be added as new problems are addressed and their solutions incorporated.

Finally, our model for the evolution of Legion isthat of the Internet. We will begin with acam-
pus-wide virtual computer here on our own campus, then expand to a small community of partic-
ipating sites. Legion will be an open system, rather than an exclusive club.

3.0 Agenda

Our agenda consists of three stages: (1) the construction of a campus-wide virtual computer at
the University of Virginia, (2) packaging the campus-wide system for preliminary experimenta-
tion and use by Legionnaires, and (3) expansion to a nationwide demonstration system. Each of
these three stages will build upon the previous.

Before any major project is undertaken, one must ask how to measure success. In parallel pro-
cessing, success is measured by application performance (speedup, MFLOPS) and the flexibility
and ease of use of the tool. These are important metrics for Legion as well, but they are not the
only metrics. Other important metrics include acceptance by the user community, fault-tolerance,
cost per used MIP/FLOR, and whether tasks can be performed that were not possible before.

Application performance will be measured for a variety of real-world applications, as well as
selected kernel codes and parallel processing benchmarks. The applications will be drawn from a
diverse set of disciplines. biology, physics, electrical engineering, chemistry, economics, radio
astronomy, and command and control. The applications will possess different granularity charac-
teristics, aswell asdifferent latency tolerances. It is not our intent, however, to show that all appli-
cations will be capable of exploiting the nationwide resources of Legion. Some applications,
those with inherently small granularity or that are latency intolerant, will remain best suited to
local operation, e.g., on asingle processor or on asingle tightly-coupled parallel processor.

3.1 Construction of a Campus-Wide Virtual Computer (CWVC)

The campus-wide virtual computer isadirect extension of Mentat to alarger scale, and isa pro-
totype for the nationwide system. Even though the CWV C is much smaller, and the components
much closer together, than in the envisioned nationwide Legion, it still presents many of the same
challenges. The processors are heterogeneous, the interconnection network is irregular, with
orders of magnitude differences in bandwidth and latency, and the machines are currently in use
for on-site applications that must not be negatively impacted. Each department operates essen-
tially as an island of service, with its own NFS mount structure.
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Table 1-a. Resources

Table 1-b. Complib - 42,864 sequencetarget library

Computer Quantity Average
Type Number of Best Time | Average Best Total | Total
SPARC IPC 38 workers (sec) Time (sec) Time (sec) | Time(sec)
SPARC 1+ 1 sequential (IPC) 10,876
SPARC? 13 10 567 733 595 769
SPARCI0 20 841 874 892 927
SGI Indigo 30 636 759 693 828
40 441 467 544 546
50 398 443 481 509
60 343 111 443 450
70 323 332 376 387

The CWVC is both a prototype and a demonstration project. The objectives are to demonstrate
the usefulness of network-based, heterogeneous, parallel processing to university computational
science problems; provide a shared high-performance resource for university researchers; provide
agiven level of service (as measured by turn-around time) at reduced cost; and act as a testbed for
the nationwide Legion.

The prototype consists of over sixty workstations and is now operational. In [18] we present the
performance of two production applications that we have used to test the efficacy of our approach:
complib, a biochemistry application that compares DNA and protein sequences, and ATPG, an
electrical engineering application that generates test patterns for VL SI circuits. The performance
results are encouraging. Table 1 presents early performance results for complib taken from [18].

3.2 The Nationwide Demonstr ation Proj ect

Now that the CWVC has successfully demonstrated the efficacy of our approach on a small
scale, we will turn our attention to the nationwide Legion. The first step is to identify potential
member organizations that would be interested in participating in the demonstration project.
Researchersat NASA JPL, Sandia (at Livermore), Los Alamos, Oregon State, Indiana University,
and Emory have agreed to participate. Now that a sufficient number of sites have signed on, the
next step isto attend to the interconnection network. To be successful on any but the most trivially
parallel applications, a high-bandwidth network between the sites and high-performance proto-
cols for the network are necessary. Thisis akey aspect and is already under investigation.

4.0 Conclusion

Legion is an ambitious project. If the CWVC is successful it will significantly increase the
computational resources available to university researchers, increase throughput, smplify cross-
disciplinary collaboration within the university, and increase the productivity of local research.
The nationwide Legion, if successful, will permit the nation to fully realize the potential offered
by the NIl and the tremendous aggregate data and computing resources available. Legion has the
potential to usher in a new era of computing. Our approach builds on advances in both parallel
and distributed computing, and on our earlier work in object-oriented parallel processing. A pro-
totype has been constructed at the University of Virginia, and several Legion sites have agreed to
participate in a nationwide system.
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