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Abstract

Thermal effects are becoming a limiting factor in high periance circuit design due to the strong temperature
dependence of leakage power, circuit performance, IC mprckast and reliability. While many interconnect reliabil-
ity models assume a constant temperature, this paper asallye effects of temporal and spatial thermal gradients
on interconnect lifetime in terms of electromigration. Femporal thermal variations, we present a physics-based
dynamic model for estimating interconnect lifetime for @amge-varying temperature/current profile, and this model
returns reliability equivalent temperature and curremtsity that can be used in traditional reliability analysisls.

For spatial temperature gradients, we give close boundsrinst of uniformly distributed temperatures to estimate
the lifetime of interconnects subject to non-uniform tenapere distribution. Our results are verified with numerica
simulations and reveal that blindly using the maximum terapge leads to very inaccurate or too pessimistic
lifetime estimation. In fact, our dynamic model revealsttixdnen the temporal temperature variation is small,
average temperature (instead of worst-case temperatarepe used to accurately predict interconnect lifetime.
Therefore, our results not only increase the accuracy ddbiity estimates, but they also enable designers to
reclaim design margin in reliability-aware design. In didli, our dynamic reliability model is useful for improving
the performance of temperature-aware dynamic runtime gemant by modeling reliability as a resource to be
consumed at a stress-dependent rates report supersedes TR CS-2005-10.

Index Terms

lectromigration, reliability-aware design, dynamic sggtemperature gradients, dynamic thermal/reliabilignm
agement.lectromigration, reliability-aware design, ayrc stress, temperature gradients, dynamic thermalhigtyy
management.E

. INTRODUCTION

Due to increasing complexity and clock frequency, tempeeahas become a major concern in integrated circuit
design. Higher temperatures not only degrade system jpeafoee, raise packaging costs, and increase leakage power,
but they also reduce system reliability via temperatureaanbd failure mechanisms such as gate oxide breakdown,
interconnect fast thermal cycling, stress-migration aledteomigration (EM). The introduction of low-k dieleats
in the future technology nodes will further exacerbate trernal threats [1]. In this paper, we focus on temperature-
related EM failure on interconnects. Other failure meck@ans will be investigated in the future.

The field of temperature-aware design has recently emeedakimize system performance under lifetime
constraints. Considering system lifetime as a resourceishaonsumed over time as a function of temperature,
dynamic thermal management (DTM) techniques [2], [3] ardpeleveloped to best manage this consumption.
While the dynamic temperature profile of a system is workldagendent [3], [4], several efficient and accurate
technigques have been proposed to simulate transient ddg-temperature distribution [4], [5], [6], providing
design-time knowledge of the thermal behavior of differdasign alternatives. Currently, DTM studies assume a
fixed maximum temperature, which is unnecessarily consigevalo better evaluate these techniques and explore
the design space, designers need better information abeldifétime impact of temperature.

Failure probability in VLSI interconnects due to electrgnaition is commonly modeled with lognormal reliability
functions. The variability of lifetime is strongly dependeon the interconnect structure geometries and weakly
dependent on environmental stresses such as current apertnre [7], while median time to failure (MTF) is
determined by current and temperature in the interconrecthis paper, we use MTF as the reliability metric
and investigate how it is affected by temporal and spatiatrittal gradients. Historically, Black [8] proposed a
semi-empirical temperature-dependent equation for EMiris:

Ty = %exp (k%) 1)



where T’ is the time to failure,A is a constant based on the interconnect geometry and matergathe current
density,@ is the activation energy (e.d),6eV for aluminum), andkT is the thermal energy. The current exponent,
n, has different values according to the actual failure meigm. It is assumed that = 2 for void nucleation
limited failure andn = 1 for void growth limited failure [9]. Black’s equation is wadly used in thermal reliability
analysis and design.

However, Black’s equation assumes a constant temperdtarénterconnects subject to temporal and/or spatial
thermal gradients, two questions need to be answered: 1llalk’B equation still valid for reliability analysis in
these cases? 2. If Black’s equation is valid, what tempezatbould be used? Though in absence of clear answers
in the literature, in practice, Black's equation is stilldely assumed, and the worst-case temperature profile is
usually used to provide safeguard, resulting in pessimisstimations and unnecessarily restricted design spaces.
As an example, we use thdotspottoolset [4], an accurate architecture-level compact tlaémmodel, to simulate a
processor running the Spec2000 benchmarks. The tempetdrthe power of the hottest block (i.e., the integer
unit) for one benchmark are plotted in Figure 1. In this cdlse,substrate temperature varies betwgspfC' and
114°C, and the maximum power is more than 1.5 times the minimum poWe can see that for only a small
portion of time is the program running at the worst-case tnaore.
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Fig. 1. A simulated temperature/power profile for an integer unit runniegrtesaSpec2000 benchmark. [10]

In the first part of this paper, we answer the above two questidve find that, for EM subject to time-varying
stresses, Black's equation is still valid, but only with treiability equivalent temperature/current density that
returns from a dynamic reliability model presented in thagpgr [10]. For EM subject to spatial thermal distribution,
Black's equation cannot be applied directly. Instead, wee ghe bounding temperatures which can be used in
Black’s equation to bound the actual lifetime subject to-noiform temperature distribution. Therefore, our result
can be seamlessly integrated into current reliability gsialtools based on Black’s equation [11]. In addition, ehil
designers are currently constrained by constant, woss-t@mperature assumptions, the analysis presented in this
paper provides more accurate, less pessimistic intercotifigtime predictions. This results in fewer unnecessary
reliability design rule violations, enabling designersrtore aggressively explore a larger design space. One fliatita
in the application of our results is that our analysis is ently based on two-terminal interconnects, such as those
seen in global signal interconnects and power/groundilbiigion networks. Recently Alanet al. [11] proposed
lifetime predictions for multi-terminal interconnectsufuture work will include extending our current findings to
multi-terminal interconnects.

Worst-case power dissipation and environmental conditaoe rare for general-purpose microprocessors. Design-
ing the cooling solution for the worst case is wasteful. éast, the cooling solution should be designed for the worst
“expected” case. In the event that environmental or woirkloanditions exceed the cooling solution’s capabilities
and temperature rises to a dangerous level, on-chip temupersensors can engage some form of “dynamic thermal
management” (DTM) [4], [12], [13], which sacrifices a centaimount of performance to maintain reliability by
reducing circuit speed whenever necessary. Existing DTéhrigjues do not consider the effects of temperature
fluctuations on lifetime and may unnecessarily impose perémce penalties.

In the second part of this paper, we propose runtime dynaetiahility management (DRM) technigues based
on our dynamic reliability model [14]. By leveraging this de, one can dynamically track the “consumption” of
chip lifetime during operation. In general, when tempemaincreases, lifetime is being consumed more rapidly, and
vice versa. Therefore, if temperature is below the trad&ldTM engagement threshold for an extended period, it
may be acceptable to let the threshold be exceeded for a thile still maintaining the required expected lifetime.
In effect, lifetime is modeled as a resource that is beingWKea” during periods of low temperature, allowing for
future withdrawals to maintain performance during timeshigfher operating temperatures. Using electromigration
as an example, we show the benefits of lifetime banking bydavgiunnecessary DTM engagements while meeting
expected lifetime requirements.



The concept of dynamic reliability management is first idtroed by Srinivasaet al. [3]. In their work, they
proposed a chip level reliability model and showed the p@khenefits by trading off reliability with performance
for individual applications. They assumed an oracular rtlgm for runtime management in their study, and they did
not consider the effects of inter-application thermal bétra on reliability. Later work from the same authors [15]
refined their reliability model and showed the improvementsliability using redundant components. In this paper,
we focus on practical runtime management techniques favthst-case on-chip component (i.e. hottest interconnect)
to exploit both intra- and inter-application temperatuagiations. The combination of their model and our techrique
is expected to bring more advantages and is open for futwestigation. Ramakrishnan and Pecht [16] proposed
to monitor the life consumption of an electronic system angjget the system lifetime based on the monitoring
results. We take a similar approach to monitoring the séess the circuit continuously, and we also intelligently
adapt the circuit operation to maximize the circuit perfance without reducing reliability.

The rest of the paper is organized as follows. Section Ibohices a stress-based analytic model for EM, which
serves as the base model in this paper. In Section Ill, wendxtés model to cope with time-varying stresses (i.e.,
temperature and current) and derive a formula to estimaézconnect lifetime, which we analyze in Section IV.
In Section V, we analyze the impact of non-uniform tempewratdistribution on lifetime prediction due to EM.
We illustrate how designers can use our analysis to reclamesdesign margin by considering runtime variations
in Section VI. In Section VII, we exploit our proposed dynameliability model in runtime thermal management
and propose a banking-based dynamic reliability managensehnique to improve system performance while
maintaining lifetime constraints. Finally, we summaribe fpaper in Section VIIl.

II. AN ANALYTIC MODEL FOR EM

In this section, we describe the basic EM model used in themap the following sections, we will extend
this basic EM model to predict interconnect lifetime undgnaimic thermal and current stresses.

Clement [17] provides a review of 1-D analytic EM models. &aV more sophisticated EM models are
also available [9], [18]. In this paper, we only discuss thd-iBduced stress build-up model of Clement and
Korhonen [19], [20], which has been widely used in EM anayend agrees well with simulation results using a
more advanced model by Y&t al. [21].

EM is the process of self-diffusion due to the momentum erghaetween electrons and atoms. The dislocation
of atoms causes stress build-up according to the followingagon [19], [20]:

whereo(x,t) is the stress function, and an interconnect failure is ctered to happen whem(x,t) reaches a
threshold (critical) valuer;,. D, is the diffusivity of atoms, a function of temperatuig.is the appropriate elastic
modulus, depending on the properties of the metal and thewsating material and the line aspect rafibis the
atom volumee is the ratio of the line cross-sectional area to the area efdiffusion path. is the characteristic
length of the metal line (i.e., the length of the effectivéfudiion path of atoms)q is the effective chargef is the
applied electric field, which is equal gj, the product of resistivity and current density. The teﬂé@ corresponds
to the atom flux due to the electric field, Whl% corresponds to a back-flow flux created by the stress grattient
counter-balance the EM flux. And the total atomic flux at a gmelocation in the interconnect is proportional to

the sum of these two components:
B BQ do qlE
T= [Da (W%ﬂ e~ o) ®

Equation (2) states that the mechanical stress build-upyatogation is caused by the divergence of atomic flux at
that point, or2 875 = VJ. If we assume a uniform temperature across the intercorgtertcteristic length and let
6(T) = D, (,m2 ) (which we refer to as the temperature factor throughout #ygep andx(j) = % we obtain

the following simplified version, the solution of which dewls on both temperature and current density:

& -0 (G2 -] =0 @

Clement [19] investigated the effect of current density tress build-up using Equation (4), assuming that
temperature is unchanged (i.8(T) = constant), for several different boundary conditions. He found ttee
time to failure derived from this analytic model had exadtig same form as Black’s equation (1). The exponential
component in Black’s equation is due to the atom diffusigiyD,’s) dependency on temperature by the well-known
Arrhenius equationD, = D,.exp (%

Applying the parabolic maximum principles [22] to Equatitf), we know that at any time, the maximum
stress along a metal line can be found at the boundaries ofhtheeonnect line. Figure 2 shows the numerical
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Fig. 2. EM stress build-up for different boundary conditions andgalues. All processes haveé = 1 (o« and 3 are defined in Equation

(4))- [10]

solutions for Equation (4) at one end of the line (i.e.= 0) for different boundary conditions and values, all
with 8 = 1. The three boundary conditions shown here are similar teghdiscussed in [19] for finite length
interconnect lines. It indicates that both boundary coods and current densityf affect the stress build-up rate
(i.e., the larger the current, the faster the stress buifdy #lIso seen from the figure is that the stress build-up
saturates at a certain point. This is because, in saturdtieratom flux caused by EM is completely counterbalanced
by the stress gradient along the metal line. It is believed tine interconnect EM failure occurs whenever the stress
build-up reaches a critical valuey;, (as shown in Figure 2). If the saturating stress is below titeal stress, no
failure happens. In the following discussion, we assumettiemsaturating stress in an EM process is always above
the critical stress.

I1l. EM UNDER DYNAMIC STRESS

In this section, we first show that the “average current” nhade be used to estimate EM lifetime under dynamic
current stress while the temperature is constant. Then weeda formula to reveal the effect of time-dependent
temperature on EM. Finally, based on these two results, wergéize an EM lifetime prediction model accounting
for the combined dynamic interplay of temperature and curs¢resses.

A. Time-dependent current stress

Clement [19] used a concentration build-up model similathi® one discussed here to verify that in the case
in which temperature is kept constant, the average curremsity can be used in Black’s equation for pulsed DC
current. As for AC current, an EM effective current is usedtby Average Current Recovery (ACR) model [23],
[24]. In this paper, we do not distinguish between these tages. We only consider the change of EM effective
current due to various causes (e.g., phased behaviors iy markloads). This is because the time scale of the
current variation studied in this paper is usually much mipan that of the actual DC/AC current changes in the

interconnects.
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Fig. 3. EM stress build-up under time-dependent current stressadin EM processq (defined in Equation (4)) oscillates between two
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2For example, the numbers after the circle represent the case in whista square-wave function and varies between 3 and 0 with a
duty cycle of0.5. This representation of the time-dependent square-wave functiordsinother figures throughout the paper.
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We numerically solve Equation (4) with different time-dadent« functions, and the results are plotted in
Figure 3. The stress build-ups for all EM processes in Figumerlap before saturations (or before reaching the
critical stress), since they have the same average cuilfiens, the EM process under time-varying current stress can
be well approximated by average current. Note that the suirvé-igure 3 diverge after they reach their maximum
stress. This is because the time-varying current could resite a stable counterbalancing stress gradient for EM.
However, we are only interested in the EM process beforehirgdhe critical stress when EM failure occurs.

B. Time-dependent thermal stress

If the temperature) of the interconnect is time-dependent, we can derive thedfkss build-up expression
indirectly based on the following theorem.

Theorem 1:Consider stress build-up Equation (4) with constant vafoe$ anda. Let oy (xz,t) be the solution
for the equation with3 = 8, under certain initial and boundary conditions andz, t) be the solution with3 = 3,
for the same initial and boundary conditions. If the solagidor Equation (4) are unique for those initial and

boundary conditions, we have
) =orte (52) 0

Proof: Sinceo (z,t) is the solution for the equation, we ha@%

Q
=

) ) =P (d? (?—) t) - )
0. On the other hand, lety(z,t) = o1(z, (%) t), we have %22 (z,t) = (%) 9ol (x ,( ) t) and 3()—( t) =

991 (g, %) t). This leads t0%22 (z,t) = a2 (922(x,t) — a(j)), which demonstrates that; (=, (%) t) is the
solution for the stress build-up equation with= 35, under the same initial and boundary conditions. ]

Theorem 1 tells us that the stress build-up processes imtbeconnect are independent of the valueah
Equation (4). The value af only determines the build-up speed of the process. For ebeamptime(%) t, the
stress build-up of an EM process with= [3; seesthe stress build-up of an EM process with= (3, at timet. In
other wordsjt is possible to use the expressions for stress build-upuodnstant temperature to describe the EM
process under time-varying thermal conditions

Consider that temperature varies over time, and EM effeativrent doesn’t change. We can divide time into
segments, such that temperature is constant within eadd segment. In other wordsj in Equation (4) is a
segment-wise function, described as:

ﬂl, te [O,Atl]
62, te (Atl, Aty + Atg}

Bt)=19 - .
Bi, te ( o1 A, >y Atk}

We denoteM 0 as the metal line of interest. Imagine that there is anothetiaiine, denoted by/1, having
the same geometry and EM effective currentdd®. M1 has a constant value g¢f equal to31, while M0 will
experience a time-dependent function&it). Let oo(t) ando;(t) be the stress evolution on metal lidg0 and
M1 respectively. During the first time segment, the stressdbyiis on both metal lines are the same. Thus, at the
end of this time segment, we havg(At;) = o1(Aty). M0 will continue to build up stress witl#, during the
second time segment. According to Theorem 1, the stressitewolof M0 during At, will be the same as that
of M1, except that it will takeM1 a time period ofg"‘ Aty to achieve the same stress. Similar analysis can be
applied to other time segments. As a result, at the end oftthéme segment, the stress build-up M0 will be
equal to that inM1 after a total time ofy_; _ ( gi)Atk. In other words, we can convert the stress evolution under
time-varying thermal stress into EM stress evolution witimstant temperature.

It follows that at the end of th&h time segment, the stressiifi0 is specified a&yo(zk 1 Aty) =01 (Zk 1( )Atk>.

As At;—dt, 8; — B(T'(t)), we obtain the integral version for the stress build-up fiomc

it = () [ serna) ©)

If we assume that the stress build-up reaches a certairhtiiceér,;,) at which an EM failure occurs, we have:

/O " B ())dt = o (©)
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Fig. 4. EM stress build-up at one end of the interconnect with differerg-tiependent functions (square waveform). The solid line is
the case with a constant value @fequal to the average value @fin other curve. [10]

where @y, is a constant determined by the critical stress (kg, = 01_1 (own) B1)- If an average value of(¢)
exists, we obtain a closed form for the time to failure:

Lo Pth
tfazlure E(ﬂ(T(t))) (7)

where E(5(t)) is the expected value fg#(t), and5(¢) is the temperature factor, as defined in Equation (4), having

ap(— 9
the form (T (t)) = A’ W where A’ is a constant. In comparison with Black’s equation, Equma{i@)

indicates that the average of temperature fagt@hould be used.

One way to interpret Equation (6) is to consider intercohtigce to failure (i.e., interconnect lifetime) as an
available resource, which is consumed by the system oves. tithen thes(¢) function can be regarded as the
consumption rate.

Let MTF(T) be the time to failure with a constant temperatiiteWe haveg(T) = #*L(T) by Equation (7).
Substitute this relation in Equation (7) again and consillertime-varying temperature, and we obtain an alternative

form for Equation (7): )

tfailure = WTF(T))

Equation (8) can be used to derive the absolute time to &apuovided that we know the time to failure for different
constant temperatures (e.g., data from experiments).

By calculating the second derivative 8{T") as a function of temperature, it can be verified tg&T") is a
convex function within the operational temperatures. Bylgipg Jensen’s inequality, we hav&(3(T)) > B(E(T)),
which, according to Equation (7), leads to an interestingeokation: constant temperature is always better in terms
of EM reliability than oscillating around that temperatymith the average temperature the same as the constant
temperature).

Similar to the methods for verifying the “average currentdeid, we obtain numerical solutions for the stress
build-up equation using different square waveformsfolFigure 4 compares these results and shows that the time
to failure will be the same as long as the EM processes extfibisameaveragevalue of .

(8)

C. Combined dynamic stress

In reality, both temperature and current change simultaslgoln most cases, the variation of temperature on
the chip reflects changes in power consumption, thus direethting to current flow in the interconnects. In order
to describe the EM process in this general case, we can,,atdjgide time into multiple small segments, and in
each time segment, assume that both current and tempeeatuo®nstant. The temperature and current stresses on
the interconnect within time segmentt; is denoted by a pair of valugsy;, 5;). Following the same technique as
for the time-varying thermal stress, we compare the EM @®eg in two metal lines\{0 and M 1), and one {/0)
of which is under time-varying thermal and current stres¥és construct an EM process in the second metal line
(M1) such thatM 1 is subject to a constant thermal stre8s;{ = 31). Applying Theorem 1 reveals that the stress
evolution of M0 within At;, under(«;, 8;), is the same as that df/1 under stresgc, 51) for a time period of
%Ati. Thus, at the end of th&h time segment, the stress build-up/df is equal to the stress evolution 811 at

the timezzzl(%)mk. Notice that the current stress dif1 is time-dependent (i.ey;;1 = «; for a time period
of %Ati). In order to find the stress df/1 at EZ;A%)A% the current profile (i.e as a function of time) for



M1 should be considered:

oy, t€E |:0, %Atl}
B By B2
OéMl(t) _ g, t€ (51 Atl, B, Aty + B At2:|

(78 te <E;€_:11 %Atk, 2221 %Atk}

Since the stress evolution i1 is under constant thermal stress, we may apply the “averagent model”. As
At;—dt, 5; — B(T(t)) anda; — «f(t), we derive the EM reliability equivalent current far0 (or the average
current forM1) as:

T . .
et T Tawae B0

whereT is a relatively large time window, ang(t) is the corresponding current density faft). Thus, the EM
process inM0 can be approximated by an EM process with constant streBeeSj (= jequivaient and 8 = B1).
Using a similar derivation as for Equations ( 5), ( 6), and,(cOmbined with Black’s equation, we obtain the time
to failure for MO:

tfaiture = ¢

failure jn E(ﬁ(T(t)))

equivalent

(10)

where jequivalent is defined by Equation (9), and is a constant.
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Fig. 5. EM stress build-up at one end of the interconnect with time-varyin@urrent) ands (temperature) functions (i.e., square
waveforms). The circles represent the numerical solution for tinmging o and 3. The solid line is with a constant value of calculated
according to Equation (9) and a constant valueagqual to the average value of that in the time-varying case. As a compatise EM
process (dotted line) simply using the average current of the time-gapase is also shown. These results show that EM process under

dynamic stresses (circles) can be well approximated by a process avihant stresses (solid line). [10]

Figure 5 compares the stress build-ups for different dynacuirrent and temperature combinations. These
results illustrate that the EM process under dynamic stgesan be well approximated by an EM process with a
constant temperature (i.€(3)) and a constant current (i.€qquivaien: 8 defined in Equation (9)). Therefore, for
an interconnect with concurrent time-dependent temperatnd current stresses, time to failure has the same form
as Black’s equation, except that the reliability-equiwaleurrent (the actual current modulated by the temperature
factor 3 (i.e., weighted averaging b$)) and the mean value of the temperature factor are used.

In fact, if the current and the temperature are statistigatiependent, we hw@% = E'[j(¢)] in Equation
(9). In this case, the reliability equivalent current wik beduced to the average current and we get back to the
“average current model”. On the other hand, if the currenbisstant, Equations (9) and (10) will lead us to Equation
(7). Finally, if both temperature and current are time irat, Black's equation (Equation (1)) is obtained.

IV. ANALYSIS OF THE PROPOSED MODEL

Equations (9) and (10) form the basis of our proposed EM maddkr concurrent time-varying temperature
and current stress. In this section, we use these equatioegatuate EM reliability. Specifically, we compare the
reliability of constant temperature with that of fluctuatitemperature, and we show the difference of lifetime
projection between our model and the traditional worseaasdel.
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For any two temporal temperature and current profiles we eamilyecompare the EM reliability, using our
model, by:
MTF, _ quuivalentQE(ﬂ(TQ(t)))

MTF, a j(fquivalentlE(ﬁ(Tl (t)))

where MTF; is the time to failure under time-varying temperature pedfi] (¢) and electric current profilg, (¢).

As shown in Figure 1, in real workload execution, tempematohanges along with the changes in power
consumption (i.e. current). It is interesting to see how ititeractions between temperature and current profiles
affect the interconnect lifetime. The possible interatsidetween temperature and current form a spectrum, and
the plots in Figure 6 show the two extremes of this spectrumthis figure, a simple assumption is made that
the current is proportional to the difference between tleady substrate temperature and the ambient temperature
(i.e.,40°C). The temperature difference between the substrate andttireonnects is fixed to b21°C, which is a
reasonable assumption for high-layer interconnects [25ing the data from Figure 1, the maximum temperature of
the substrate is assumed to bel°C (i.e., 135°C' at the interconnects), and we change the minimum temperéiur
obtain different temperature/current profiles. Using ¢hpsofiles, we can compare the reliability equivalent curren
with the average current, compare the temperature faciogusur model with those of average and maximum
temperatures, and finally compare the MTFs in these cases diverage current/average temperature, reliability
equivalent current/average temperature fact)r &nd average current/maximum temperature).

Our results are reported in Figure 7, and we summarize owraedisons as follows:

« As the peak to peak temperature difference is small, bothelwbility equivalent current and the temperature
factor predicted by our dynamic stress model are very closthase calculated from using average current
and average temperature. That is because the temperattoefiaction (3), although an exponential function
of temperature, can be well approximated by a linear functid temperature within a small temperature




range. Thus, the MTF predicted by using average temperaturent provides a simple method for reliability
evaluation with high accuracy.

« As the temperature difference increases, we can no longgslsiuse average temperature/current for MTF
prediction. Both the reliability equivalent current ance ttemperature factor increase (degrading reliability)
quickly as the temperature difference increases.

« On the other hand, using maximum temperature always urtitaeges the lifetime, resulting in excessive design
margins.

« One interesting phenomenon arises in the case in which thientus out of phase with temperature variation.
Recall that the reliability equivalent current is actuadlyemperature factor weighted average current, and high
temperature increases the weights for the accompaniedntufithus, the reliability equivalent current is reduced
compared to the case in which temperature/current are symicled. This brings a non-intuitive effect on the
reliability projection—MTF even slightly increases as tleenperature cycling magnitude increases.

In the above discussion, the duty cycle of the current wawmeis fixed (i.e., 0.5). We also investigated the effects
of different duty cycles, but the data is not shown here dusptce limitations. In general, when the temperature
change is small (e.g., withih0°C), using the average temperature to predict lifetime i$ stdood approximation
(less than 5% error) regardless of the duty cycle. While thgptrature variation increases, the difference between
our model and using average temperature is largest at a goly of about0.4. On the other hand, the smaller the
duty cycle, the larger the difference between our model aidgumaximum temperature. Thus, using maximum
temperature is reasonable only when the duty cycle is large higher temperature dominates almost the entire
cycle).

V. ELECTROMIGRATION UNDER SPATIAL TEMPERATURE GRADIENTS

In addition to temporal temperature variations, large terapure differences across the chip are commonly seen
in modern VLSI design. Ajamet al. [26] showed that non-uniform temperature has great impactsiterconnect
performance. In this section, we will illustrate the im@orte of considering spatial temperature gradients for
interconnect reliability.

A. EM model with spatial thermal gradients

Due to the exponential dependence of diffusivity on temjpeea EM in interconnects with spatial temperature
gradients has quite different characteristics than thatfe @onstant temperature. Gt al. [27] reported that EM
in aluminum interconnect is strongly affected by the refatlirection of electron wind and thermal gradients, while
Nguyenet al. [28] found that temperature gradients greatly enhance Elluminum interconnect. Following the
stress build-up model introduced in Section Il, the atomig flue to EM can be modeled by= 3(T") (% — (),
and the stress build-up at a specific location is caused bglieegence of atomic flux at that location, |%‘tl =VJ.
When the temperature is uniform across the interconnectS(€) is independent of location, Equation (4) is
obtained. When the temperature is not uniform, the followéugiation is derived to describe the stress build-up
under thermal gradients:

T
& - @) (G- a) - PEE T - o) =0 1)
whereo, 5 anda are defined in Section Il. When compared with Equation (4),aiqn (11) introduces a third term
w [g—‘; — a(j)], which captures the atomic flux divergence induced by sp#termal gradients along the
interconnect. Though temperature gradient itself will saumigrations of atoms from high temperature to low
temperature, a phenomenon called thermomigration (TM),atomic flux due to TM is generally believed to be
much smaller than that due to EM [28]. Therefore TM is not &xhy modeled in Equation (11). Jonggoak
al. [29] investigated EM in aluminum (Al) interconnects subjée spatial thermal gradients. They modeled EM
from a different approach but yielded an equation with a femmilar to ours. Since dual-damascene Cu interconnects
have become the mainstream technology in modern VLSI desigihhave quite different EM characteristics from
Al [30], in the following, we focus on EM failure in copper Erconnects.

Various experiments [7], [31] showed that, in copper inb@rtect, voids tend to nucleate at the cathode end (near
the via), and void growth is the dominant failure processabse the critical mechanical stress for void nucleation
in copper is much smaller than that for aluminum. With spatiarmal gradients in the interconnect, it is possible
that the location of void nucleation is no longer at the cdthend. However, in this case, void growth tends to be
slower than that at the cathode, because there are atomésfhoth going into and coming from the void in the
middle of the interconnect [31]. Bearing these observationmind and assuming a void-growth dominated failure,
we choose a boundary condition for Equation (11) to modetl wwbwth at the cathode such that the mechanical



stress at the cathode end is zero (free stress at void) aratdhrc flux at the other end is zero (complete blockage

for atomic flux), or:
oo

o(x=—1t)=0, J(z=0,t) = [——a(j)} =0

=0

ox

wherex = —[ is the cathode end. This boundary condition is consistetit thiat used by Clement [17] to model
void growth due to EM. The void size at timtecan be approximated by [17]:

O _o(x,t)
Al = —_—
l /4 5 dzx

whereo(z, t) is the mechanical stress (tensile stress) developed afenimtierconnect at timeand B is the elastic
modulus. Because we are unaware of any closed form soluidBduation (11) with the above boundary condition,
we use numerical solutions to analyze the impact of thermedignts on electromigration.
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Fig. 8. Effects of non-uniform spatial temperature distribution on EM @edvoid growth. (a) Various temperature profiles along gu100
copper interconnect (left end is the cathode). (b) Void growth with wffe spatial temperature profiles.

The temperature spatial profile along an interconnect isctirabined effects of joule heating and substrate
temperature distributions. Figure 8 (a) plots several &nampire profiles used in our study and their effects on EM
induced void growth. The length of the interconnect is 460 and electrons are assumed to flow from the left
end (cathode) to the right end of the interconnect. Thouglteatperature profiles have the same maximum and
minimum temperatures, their void growth differs greatlyda the different thermal gradients along the interconnect
(Figure 8 (b)), resulting quite different failure time. Inder to investigate how thermal gradients affect EM induced
void growth, we also plot, in Figure 9, the mechanical stimgfl-up along the interconnect at different times, with
different thermal profiles. In spite of different temperatyrofiles on the interconnect, in the final EM process stage
(“t10” in Figure 9), a steady stress gradient is built up tamter-balance the driving force of electron wind, i.e.

% — «afj) = 0, resulting in voids with comparable saturation sizes (Fegsi (b)).
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Fig. 9. Stress build-ups at different time points along the interconnat#ruspatial thermal gradients. (a) Low to high temperature profile.
(b) High to low temperature profile. (c) Parabolic temperature profilectilas flow from the left to the right, causing compressive stress
(negative in the figures) on the right side of the interconnect. The left(esthode) is stress free to model the growth of a void. The time
points (“t2” through “t10") are corresponding to the time points in the plots whith same temperature profile in Figure 10.
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However, as shown in Figure 9, the kinetic aspects of stregd-bp for different temperature profiles are quite
different, especially when the relative direction of eteat flow and temperature gradients changes. For a “low
to high” temperature profile, the temperature increasesatiy from the cathode end to the anode end (shown in
Figure 8 (a)). At the early EM stage, as indicated by “t2” attf in Figure 9 (a), the stress gradient near the cathode
is negligible. Therefore the atomic flux at the cathode is/atdtermined by the electron wind at the temperature
of that location, because the atomic flux is the sum of the furduced by the stress gradient and the electron
wind (Equation (3)). Therefore, in this case, the void gtoat the cathode is subject to almost the same kinetics
as those with a uniform temperature across the interconhater on in the EM process, the effect of thermal
gradients begins to play its role. As shown by “t6” and “t8”Rigure 9 (a), tensile (positive) stress is built up from
the cathode end towards the other end, due to the increasimgetature from the cathode end. The stress gradient
created by this tensile stress distribution forms an atdftoic in the same direction as the electron wind. Thus,
void growth in the cathode end is enhanced later by the isargaemperature. On the contrary, Figure 9 (b) shows
quite different kinetics for EM process with “high to low”rtgperature profile, where the temperature is decreasing
linearly from the cathode end (shown in Figure 8 (a)). In thdyestage, as in the case for a “low to high”profile,
void growth is similarly dominated by the temperature at ¢hthode end, as illustrated by the stress distributions
at “t2” and “t4” in Figure 9 (b). Subsequently, compressinedative) stress is built up from the cathode towards
the anode, because of the decreasing temperature fromttimdeaas shown by the stress distributions at “t6” and
“t8” in Figure 9 (b). The stress gradient due to the compuesstress distribution in this case creates an atomic
flux in the opposite direction of the electron wind, retagdie void growth at cathode. The stress distributions
induced by EM with a “parabolic” temperature spatial profiiedifferent time points are drawn in Figure 9 (c).
The kinetics of stress build-up in this case are similar toséhin a “low to high” temperature profile, because
both temperature profiles have similar temperature gréslieear the cathode. On the other hand, in the late stage
of the EM process (as indicated by “t9” and “t10” in Figure B3gardless of the temperature distribution across
the interconnect, significant stress gradient is formeche dpposite direction of atomic flux and slows down the
void growth, and finally the steady state of the EM proces®#hed (or void growth saturates). In summary, in
the early stage of the EM process, the void growth is largelyethdent on the temperature at the cathode, while
later on, the void growth is enhanced or retarded dependinthe temperature gradient near the cathode. Finally,
void growth is suppressed by the back-flow stress gradiesttlike in the case of the EM process with a uniform
temperature distribution.

B. Empirical bounds for void growth with non-uniform temperatdistribution

In Section lll, our analysis reveals that the EM process withe-varying temperature variations can be
approximated by an EM process using a constant reliabilifyivalent temperaturd,, as long asg(T.,) =
E[B(T(t))]. However, in the case where there is a non-uniform temperatcross the interconnect, we cannot find
a similar reliability equivalent temperature, due to th#edence in the EM kinetics in the different stress build-up
stages as shown in Figure 9. Instead, we try to find two conhttamperatures, such that the void growth due to EM
with non-uniform temperature can be bounded by the void tromith uniformly distributed temperature equal to
these two bounding temperatures respectively. The reasoouf approach is as follows. Because Black’s equation
is only valid for a uniform temperature distribution, andnyaxisting reliability analysis tools are based on Black’s
equation, by providing the bounding temperatures for agaenects subject to spatial thermal gradients, one cdn stil
use these tools to evaluate the effects of non-uniform teatyee distributions.

Following our previous discussion on Figure 9, one can expet the cathode temperature can serve as the
lower/upper bound temperature for void growth with incieg&lecreasing temperature towards the anode end.
On the other hand, the void size is proportional to the amotisttoms moved from the cathode end and the void
growth rate is determined by the atomic flux at the cathodewdi@d like to find the other bounding temperature by
bounding the atomic flux at the cathode. Consider an interecinof lengthl subject to a certain spatial temperature
profile T'(x), with both ends at zero stress0,t) = o(l,t) = 0. In the steady state, there is a uniform atomic flux
flowing through the interconnect, expressed as (see Appendi

[ a(T(x))dx
Jsteady = _017
1
| sy &
By examining the steady-state stress distribution aloegiriterconnect in the above case, it can be further verified

that when the temperature is increasing from the cathodsiléestress is built up from the cathode, and the atomic
flux at the cathode is enhanced by the stress gradients, atiaitisimilar to “t6” and “t8” in Figure 9 (a). When
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the temperature is decreasing from the cathode end, atoaxiaflthe cathode is retarded by the stress gradient,
similar to “t6” and “t8” in Figure 9 (b). Therefore we propoBeuse.J,.qq, t0 bound the atomic flux at the cathode

of the interconnect subject to a non-uniform temperatustridution. However, the stress at the anode is not free
(Figure 9), which does not satisfy the boundary condition .fQ..q,. We instead propose to use half length (the
half from the cathode) of the interconnect to calculdte.qq,, as Figure 9 shows that the stress at the middle
of the interconnect is close to zero most of the time durirgy BM process. Finally the bounding temperature is
determined in such a way that the atomic flux due to electrardvait this temperature is equal to the calculated

Jsteady-
Temperature gradient at cathode Lower Bound Upper Bound
_ L
) . . . fl2 a(T(z))dz
Increasing temperature in the current directipn T = Teathode B (Tuw) (a(Tup)) = =7
2
I mray
=
[ (T (z))dx
Decreasing temperature in the current directiop (7is) (a(Th)) = 17 Tup = Teathode
2
J, s

TABLE |
PROPOSED BOUNDING TEMPERATURES FOR VOID GROWTH IN AN INTERQONECT WITH LENGTH [ SUBJECT TO A NONUNIFORM
TEMPERATURE DISTRIBUTION 773 IS THE LOWER BOUND. 77 IS THE UPPER BOUND T(l’) IS THE TEMPERATURE PROFILEx = —[ AND
2 = 0 ARE THE LOCATIONS OF THE CATHODE AND THE ANODE RESPECTIVELY(AS SHOWN IN FIGURE 8).

We would like to point out that since void growth at the cathdsl only dependent on the atomic flux nearby,
the temperature gradient near the cathode plays the mdminaletermining (enhancing or retarding) the void
growth, while the temperature distribution far away frone tbathode is not as important. This observation is
verified by testing with various temperature profiles. (Duespace limitations, we cannot show them all here.)
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Therefore, in the above discussion, we focus on the temperajradient near the cathode without assuming
any specific temperature distribution along the second ofathe interconnect. Table | numerates the proposed
formulas to calculate bounding temperatures for void gnowith non-uniform temperature distributions, and only
the temperature gradient near the cathode is used to chbesappropriate bounding formula. The void growth
with different temperature profiles as well as those withfamm temperatures are compared in Figure 10. In these
plots, the void growth with interconnect thermal gradigstslosely bounded by the void growths with the proposed
uniform bounding temperatures. Blindly using the averagmperature to evaluate the EM lifetime will either
overestimate (e.g. Figure 10 (a)) or underestimate (egur&il0 (b)) the void growth, let alone using the maximum
temperature. Wachnikt al. [32] demonstrated that it is possible to construct an edetigration resistant power
grid by using shorter interconnect segments because ofléwh Bffect [30]. This finding seems to imply that, under
normal operating conditions, the critical void size cagsitM failure should be at a similar order of magnitude as
that of the saturation void size (e.g., as the case showrguwr&i8). Therefore, for increasing/decreasing tempegatur
at the cathode, the upper/lower bound temperature coulet s a good estimation of the interconnect lifetime
with a non-uniform temperature distribution.

Joule heating in an interconnect usually results in a symemétmperature distribution with the maximum
temperature in the middle, due to the much lower thermaktasce of the vias on both ends. Therefore, the
symmetric temperature distributions along the intercohaee of more practical interest. The“parabolic” and “irsee
V shape” temperature profiles shown in Figure 8 (a) are useghpooximate this kind of temperature distributions.
Interestingly, for these temperature distributions, adiciated by Figure 10 (c¢) and (e), even the upper bound
temperature for void growth is lower than the average teatpeg. In the EM measurements of copper interconnects
performed by Meyeet al[33], they considered the non-uniform temperature distiim due to self-heating, and tried
to fit their measurements with Black’s equation by usingeddht temperatures (e.g. maximum, average, weighted
average, via (minimum) temperature). They reported thathist fit temperature is strongly weighted to the via
temperature. Their findings agree with our analysis preskhere.

C. Effects of combined temporal and spatial temperature igrad

So far we have discussed the interconnect lifetime prextiatnder temporal and spatial temperature distributions
separately. In practice, due to circuit activity variagpiwne might expect the spatial temperature distributicer ov
an interconnect would change over time. The electromigmatiiffusion equation (Equation (2) or Equation (11))
can be extended to capture this situation by assuming thmgeaturel” is a function of both time and interconnect
location. However, we cannot obtain a closed form analyitton in this highly complex scenario. Instead, we
propose to combine the results we have found so far in thesaafseemporal gradients only and spatial gradients
only to estimate the interconnect lifetime subject to batmporal and spatial temperature gradients.
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Fig. 11. Void growth subject to both temporal and spatial thermal gréglsan be bounded by that using uniform temperature and current.

At time ¢, the temperature profile across an interconnect is dengtét(h =), and the current density it).
Using the formulas in Table I, we can find the bounding tentpeeaatt, denoted byT,(¢). Applying Equations
(9) and (10) for the case of temporal temperature gradieni ) andj(¢), we could find an equivalent uniform
temperature and current to approximate the void growthestihp both temporal and spatial temperature gradients.
Figure 11 shows one example. In this example, the interainde line is subject to two “parabolic” temperature
profiles, with each one for half the time (i.e., 50% duty cyclienoted by “phase 1” and “phase 2" in the figure.
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We solve Equation (11) numerically with temperature beirfgrection of both time and space, and we plot the void
growth. This figure indicates that the void growth subjecthi® time varying temperature profile can be bounded by
that using time invariant uniform temperature and currastcalculated according to the procedures proposed here.
As a comparison, we also plot the void growth at the bound &atpre of each temperature profile alone. If the
critical void size is close to the saturation void size, aswshin the figure, one can use the calculated equivalent
temperature and current to estimate the interconnecintiéesubject to both temporal and spatial thermal gradients,
using Black’s equation (Equation (1)). We have also testesfor other temperature profiles and duty factors, and
the results are similar but are not presented here due t@ dipaitations.

VI. DESIGN TIME OPTIMIZATION CONSIDERING RUNTIME STRESS VARIATONS

In the traditional IC design flow, static and dynamic anadyaee performed for the initial design to determine
current loading information. Then this information is cdnedl with the worst-case temperature to find those design
points violating the reliability specification [34]. Howew as we have shown above, using worst-case temperature is
too conservative and could result in excessive design marglere we propose a design flow incorporating runtime
stress information as shown Figure 12. In this design flow,attual or projected current and temperature loads are
fed into an accurate reliability model, such as the one @egan this paper. We expect that the reliability projection
from these models will generally enable more relaxed desdgrstraints and provide a wider design space.

Design Space | Verification
Exploration "1 (Simulation)

4

Accurate Reliability
Reliability Model - Runtime Stress
Estimation (temperature/current/voltage)

Fig. 12. A proposed design flow incorporating runtime stress informafidj

For instance, when temperature fluctuates within a relgtismall range (e.g.10°C), our model predicts that
using average temperature is good enough for reliabiligluation. Therefore, we could potentially reduce the
number of design points falsely flagged for design rule vioies when using the worst-case temperature. One
example is illustrated in Figure 13 using data from a powed giesign [35]. In this example, the worst-case
temperature of a design i835°C, and Wanget al. [35] showed that there were a total of 372 wires violating
the reliability requirement by using that worst-case terapge. However, if runtime stress information is avaiabl
at design time, we can move some wires that are outside thefiegereliability threshold (10 years of MTF
at 135°C in this example) into the reliable bins by re-calculating tlifetime distribution using our dynamic
reliability model. Equivalently, we can shift the reliabjlthreshold towards fewer years on the original wire lifet
distribution diagram. Using the results in Figure 7(c), e estimate the benefits obtained, in terms of design margin
reclamation, by considering runtime temperature fluctunsti These results are shown in Figure 13(b).

This example only illustrates some potential advantageegign optimization offered by our dynamic reliability
model. As part of future work, we will integrate our modeldrexisting reliability-aware design flows, such as the
power grid optimization method proposed by Waetgal. [35].

VIlI. RUNTIME RELIABILITY -AWARE THERMAL MANAGEMENT

Recently, many DTM techniques [4], [12], [13] have been pma to ensure that a chip will never operate above
some temperature threshold. However, these techniquestdexplicitly study the effects of transient behaviors on
system reliability, and instead implement a temperaturgetgpound at the expense of degraded performance. By
modeling lifetime as a resource to be consumed over time,amentanipulate chip lifetime directly at runtime.

High temperature limits the circuit performance directjyilicreasing interconnect resistance and reducing carrier
mobility. However, it has been shown that ( [4]) using DTM tongpensate the temperature dependency of clock
frequency induces very mild performance penalty. On therottand, Banerjeet al. [1] showed that temperature
induced reliability issue tends to limit the circuit penfmeince in future technology generations. In the following
discussion, we assume that the temperature thresholdssledt for reliability specification, and circuits can opey
correctly above this threshold whenever allowed. Althoegtreme high temperature may cause immediate thermal
damage for IC circuits, we study a range of operating tentpera only with long-term reliability impacts (i.e.
temperature induced aging). High temperatures causingeitiate or unrecoverable damage are assumed to be far
above the range of normal operating temperatures studiesl (bey. the temperature used in accelerated EM test
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(a) Distribution of wires violating the MTF specification using maxintemperature (data extracted from [35]) with a total of 372
wires. (b) Reduction of the number of wires violating the MTF specificatioden different temperature variations (maximum temperature:
135°C). [10]

is usually around200°C' [32]). A monitoring and feedback mechanism is implementeduatime to ensure that
circuits operate well below such temperatures.

A. Lifetime banking opportunities

Due to activity variations, the power consumptions of oipatomponents (i.e. caches, FP/INT units, branch
predictor, etc.) are not constant. Therefore, there existsonly chip-wise spatial temperature gradients but also
temporal temperature gradients for each component.
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Figure 14 depicts the temperature profiles for two differatkloads that are commonly seen in general purpose

computing. Figure 14(a) represents a single program wacdckémd Figure 14(b) represents a multi-program workload
with context switching. In the single program workload, p@rature changes over time due to the phased behavior
in the executed program. In the multi-program workloadjdessthe execution variations within each program, inter-
program thermal differences also affect the overall thétmhavior of the workload. For example, in Figure 14(b),
the workload is composed of one cold prograapglu) and one hot prograng€c). Thus the temperature fluctuation in
Figure 14(b) is quite different with various context swital intervals. Though there are different thermal behavior
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for different workloads, one can still find some common chteastics as compared with server workloads, which
we will discuss in Section VII-D. In Figure 14, temperatur@igtions occur in a manner with small granularity
in both magnitude and time interval. More formally, the temgiure profile can be decomposed into a constant
temperature component (average temperature) and a higefniey component. The analysis in Section IV reveals
that the constant temperature component in the tempernattofie is approximately equal to the reliability equivalen
temperature, as shown in Figure 14(a). It is the high frequexomponent that provides opportunities for lifetime
banking. When the actual temperature is under the religlgtjuivalent temperature, the lifetime is consumed with
a slower speed, which allows subsequent execution aboveeliaility equivalent temperature.

B. Dynamic Reliability Management Based on Lifetime Banking

In Section Ill, we derived the lifetime model for electromatjon subject to dynamic stresses (Equation (9) and
(10)). Considering void growth limited failures such asgtion dual-damascene Cu interconnects [30], let current
exponentn = 1, we can rewrite MTF by combining Equation (9) and (10) as:

1

) exp(7ray)
mey)

Or equivalently, by eliminating the expected-value fuotione can express the MTF in an integral form:

TfO(

Ty exp(—k;?t))
i(t) | ———~|dt=D 12
| ( o (12)
whereD is a constant determined by the structure of the intercan&eation (12) models interconnect time to fail-
cap(reey)

ure (i.e., interconnect lifetime) as a resource consumetidgystem over time. Functiofit) = |j(t) EO)

can be regarded as the consumption rate. In DSM copper teghyneoid growth failure (e.g. at vias) is the major
EM induced failure mechanism [36], amdt) can be regarded as the void growth rate (i.e. the atom dtétatthe
cathode) in this case. Equation (12) provides a model taucaphe effect of transient behaviors on system lifetime.
One interesting case is wheitt) = 0, which occurs when the system is inactive as commonly seesystems
with non-server, user-driven workloads. When this happ#re,atomic flux becomes zero while the effect of the
back-flow diffusion near the cathode created by the EM atdiaicin active periods is worth careful examination.
If the inactivity happens in the early stage of the void gtawthe back-flow diffusion is negligible and the void
simply stops growth during the power-down periods. If thekstiow diffusion is comparable to the normal EM
atomic flux, which happens at a very long time after EM beging.(at the order of several years). This back-flow
diffusion tends to reduce the void size at the inactivityiges by refilling the void with atoms. However, in order
to have significant impact on the void size already formeid, lealing process has to last for a duration comparable
to the time it took to grow to the current void size, e.g. saleears. The inactivity period in normal usage is
usually much less than this time scale. Therefore, the vaglis essentially unaffected in inactivity. Our simulaiso
confirm this observation and more detailed discussion aghdbpect is out of the scope in this paper. In summary,
the void size remains unchanged during the inactive pefititki inactive period is much less than the total active
time. Equation (12) accurately models this phenomenon kgipng »(¢) = 0 during the inactive periods.

Ideally, we would like to monitor the temperature and cutfen each individual interconnect to build an exact
full chip reliability model. In practice, only a limited nuper of temperature sensors are available on die, and a
detailed and complex full chip reliability model is not sabte for runtime management due to the computation
overhead. In this study, we use the maximum temperature urezhsicross the chip at runtime, together with the
worst-case current density specified at design time, tautatke the dynamic consumption rate. This is a conservative
but safe approach. Thus, the results obtained in this stumlyide a lower bound for the potential benefits delivered
by the proposed DRM method. Further refinement of the fulp dleliability model will be part of future work.
When DVS is applied, the worst-case current density in then@rconnects should be scaled according to the
voltage/frequency setting used. The relationship betwmerent density, supply voltage and clock frequency can
be modeled by transferred charges per clock cycle [38: C—TV = CV f, whereC is the effective capacitance.

When a chip is designed, usually an expected lifetime (eQgyears) is specified under some operating conditions
(e.g., temperature, current density, etc.). We 1)s8,in«; t0 denote the lifetime consumption rate under the nominal
conditions (e.g. reliability constrained temperatureegimold). During runtime, we monitor the actual operating
conditions regularly, calculate the actual lifetime cangtion rater(¢) at that time instance, and compare the
actual rate with the nominal raig,,,.:ne; by calculating f (Pnominat — 7(t))dt, which we call the “lifetime banking
deposit”. Whenr(t) < Tnominal, the chip is consuming its lifetime slower than the nomirakr Thus, the chip’s
lifetime deposit is increased. Whett) > 7.,0minai, the chip is consuming its lifetime faster than the nomiaakl
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the lifetime banking deposit will be reduced. According tguBtion (12), as long as the lifetime deposit is positive,
the expected lifetime will not be shorter than that undertbminal consumption rate,,,..nq;- Figure 15 illustrates

this SDRM technique. For example, in the interjad, ¢1], the reliability of the chip is banked, while i1, 2],

the banking deposit is consumed. At time instatiethe banking deposit becomes less than some threshold, and a
cooling mechanism has to be engaged to quickly pull downifagnhe consumption rate to the nominal rate, just
as is done in conventional DTM techniques. In other words, 2DRM technique adopts DTM as a bottom-line
guarding mechanism.

—~Y

t0 1] 2

Actual consumption rate r(t)

= =.= Nominal consumption rate Inominl
Fig. 15. Simple dynamic reliability management&M). [14]

Therefore, the difference between conventional DTM andS@RM lies in the case where the chip’s instan-
taneous consumption rate is larger than its nominal rat®TNI, the lifetime consumption rate is never allowed to
be larger than the nominal. InBRM, before we engage thermal management mechanisms welfesk to see if
the chip currently has a positive lifetime balance. If erfolifetime has been banked, the system can afford to run
with a lifetime consumption rate larger than the nomina¢ r&therwise, we apply some DTM mechanism to lower
the consumption rate, thus preventing a negative lifetiaarze. In this study, we use dynamic voltage/frequency
scaling as the major DTM mechanism. SincddBM only needs to monitor the actual lifetime consumptiotera
and to update the lifetime banking deposit, the computatierhead is negligible compared to that of DTM.

C. Experiments and analysis for general-purpose computiokiovads

1) Experimental set-upWe run a set of programs from the Spec2000 benchmark suite proassor
simulator (SimpleScalar [38]) with the characteristiagnifar to a 0.13m Alpha 21364. We simulate each program
for a length of 5 billion instructions, and obtain both dynarand static (leakage) power traces, which are fed as
inputs to a chip-level compact thermal moéhrtspot[4] for trace-driven simulation. In our trace-driven siratibns,
we include the idle penalty due to frequency/voltage sviighwhich is about 10us in many real systems [4].
Furthermore, since leakage power is strongly dependentimpdrature, we scale the leakage power trace input
dynamically according to the actual temperature obtaingthd runtime, using a voltage/temperature-aware leakage
model [39]. Since thélotspotmodel is highly parameterized, one can easily run expetisn@ma simulated processor
with different thermal package settings. In order to obtaganingful results, one should carefully choose the initia
temperature setting for thdotspotmodel. For each new thermal package setting, we obtainittalitemperatures
by repeating the trace-driven simulations until the steadyperatures of the chip are converged, as suggested in [4].

We implement both DTM and ®BRM in the Hotspotmodel and set 1T as the temperature threshold for
both runtime management techniques. Both schemes use laatdedontrolled dynamic voltage/frequency scaling
mechanism to guard the program execution. For example, ikl,D¥hen the actual temperature is above a certain
temperature threshold, a controller is used to scale doaifrdguency/voltage, ensuring the program will never run
at a temperature higher than 2@ Our SDRM scheme uses 11Q as the nominal temperature for the lifetime
consumption rate. If the program never runs at a temperad¢geethan that of the nominal (i.e., without banking
opportunity), our SDRM scheme will perform the same as thermal threshold-b&Ed as the DTM policy is
always engaged. On the other hand, if the program never égabe nominal temperature with full CPU speed,
neither mechanism is engaged. Finally, we record the stedilexecution times for fixed length power traces as the
system performances under the two runtime managementitees) and use “performance slow-down” , defined

as
(simulated time w/ runtime managemensimulated time w/o runtime managemgnt

simulated time w/o runtime management

as the metric to compare both techniques.
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2) Single-program workload:Figure 16 plots the dynamic process for both conventionaMDand the
proposed DRM techniques for benchmadcc The feedback controller in DTM effectively clamps the tergiure
within the target temperaturg {0°C") by oscillating the clock frequency betweg and0.9, resulting in a reliability
equivalent temperature less than that, and causing urssdgsrequent clock throttling (Figure 16 (a)). On the
other hand, our HRM technique can exploit reliability banking opportuagiduring the cool phase, and delay the
engagement of throttling, while maintaining the specifielilability budget, as proved by the reliability equivalent
temperature shown in Figure 16 (b).

Figure 17 shows the performance penalty for both DTM arddR8V with the same thermal configuration. Only
those benchmarks subject to performance penalties duatimeimanagement are shown here. As clearly indicated
in the figure, performance penalty with theClRM scheme is always less than that with DTM scheme, when the
thermal configuration is the same. On average, @RS/ technique reduces the performance penalty by ab@fit
of that due to DTM (from7% to 4%). Also shown in the figure is the performance of DTM with a merpensive
thermal package whose convection thermal resistance ysamd third of the other’'s. As one can expect, a more
expensive thermal package can reduce the performancetypdfigure 17 shows that, on averageP&M with a
higher thermal resistance can achieve a performance vesg @b that of DTM with a lower thermal resistance.
These results imply that, if the tolerable performance iedixed, the application of ®RM allows the usage of a
much cheaper thermal package than that required by the cihioral DTM technique.
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Fig. 16. Temperature and clock frequency profiles in different thémmanagement techniques for benchmgek (a) Conventional DTM
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Fig. 17. Performance comparison of DTM and the propos&R®I. The results for PRM are based on high convection thermal resistance
configuration. The results for DTM include two different thermal camfigions. [14]

In addition, using the HRM technique, one can explicitly trade-off reliability thiperformance by targeting
different lifetime budgets. That is one can increase the inahifetime consumption rate when lifetime target
is allowed to be reduced. Figure 18 plots the performance_.DR®8 averaging over all benchmarks at different
lifetime budgets, with shorter expected lifetimes enabhaster execution. However, reducing lifetime by 10% only
increases the performance by about 1%.

When compared with the conventional thermal thresholde&sEM, a distinct feature of HRM is its ability
to “remember” the effects of previous behaviors. If thetlifee balance is high due to previous depositdDIM
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Fig. 18. SDRM performance at different targeted lifetimes. [14]

will be more tolerant of higher operating temperatures forger time intervals, thus reducing the performance
penalties due to conventional DTM slow-down mechanismssummary, the advantage of[3RM over DTM is
largely dependent on the inherent variations in the tentperarofile of the workload.

3) Multi-program workload: Another interesting program execution scenario is a wadlaf multiple
programs with context-switching between them. When a hothmmark and a cold benchmark are executed together,
the average operating temperature should be between tlvadirl benchmarks’ operating temperatures. For
example,gccs own operating temperature is around 1C5and applus is around 70C. Figure 14(b) plots the
temperature profile of a hybrid workload composedyo€ and apply, with different context-switch time intervals.
Note that, in our simulation, the multi-program workloadcisnstructed using the power trace of the individual
program, and the overhead of context-switching is not memfleind simulated. Since we are only interested in
the relative performance of different runtime managemeahnique, such simplification should not affect the final
conclusions.

BEDTM_high_thermal_resistance ~ E3S_DRM_high_thermal_resistance
ODTM_low_thermal_resistance

-

Performance slow down

Fig. 19. Average performance comparison of DTM and DRM on a mudtgfam workload with different context-switch intervals ((a)
50us, (b) 5ms, and (c) 25ms). [14]

As one expects, the smaller the context-switch intervalléls temperature fluctuation, with the thermal package
of the chip working as if a low-pass filter. When the contexitslwinterval is increased, individual benchmarks
can show their hot/cold properties, and the temperaturati@m in the workload becomes obvious. In order to
investigate how multi-program workloads affect the parfance of DTM and DRM, we reduced the temperature
threshold of the targeted lifetime fromi0°C to 90°C. Figure 19 shows the performance penalties of DTM and
S_DRM for this multi-program workload with different contegtitch intervals. We observe a similar trend shown
in the single-program workload._BRM outperforms DTM with the same thermal package configomat As the
context-switch interval increases, the performance @fFM becomes closer to that of DTM with a much smaller
convection thermal resistance (three-fold smaller).

D. Dynamic Reliability Management for Server Workloads

We have investigated the application of banking based DRiarkloads for general-purpose computing. As we
will see, the disadvantages of this technique become morewbin server systems such as web servers, in which
hot phases usually imply an increased number of servicestgwhile the engagement of active cooling mechanisms
then exacerbate the QoS provided by the server. In the foitpwve first discuss some distinct characteristics of
server workloads in terms of both thermal behaviors andoperdnce requirements. We then propose a profile-based
dynamic reliability management (PRM) technique that can extract more benefits from lifetinaeking for those
server workloads.
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1) Characteristics of server workloadsn general-purpose computing, the temperature variaidngork-
loads are largely due to the inherent phased behaviorsptigsed activities or context-switches). These variations
usually occur in a very small-scale time interval, whichasnparable to the thermal constant of chip thermal package.
Server workloads, in contrast, are dependent on user requesich vary with a much larger time scale with tens
of hours [40], [41]. There are several distinct charactiessin the server workloads like those presented in [40],
[41]. First, there is clearly a cool phase (lower request)rand a hot phase (higher request rate) in the workload
distribution. For example, in a workload trace for the 199 Olympic Games, the request rate increases from
around 50 (req./s) in the cool phase to above 400 (req./9)ambt phase, an eight-fold difference. Second, as a
consequence of the workload and associated processaatitih variation, the power consumption of the processor
varies greatly (a two-fold difference in the Olympic Gamesvers), which implies a large variation in temperature.
Third, each phase sustains for a very long time interval.sTleach phase reaches its steady-state temperature and
stays at that temperature for most time of the phase inteftéd is quite different from general-purpose computing,
where the interval for each thermal phase is very short andtiady-state temperature is seldom reached before the
next phase arrives. These distinct thermal charactesistiske our lifetime-banking-based reliability management
promising for server workloads.

In the hot phase, conventional thermal threshold-based BIEMips the maximum temperature to a predefined
threshold by slowing down the processor, thus possiblyerketing the situation. In contrast, banking-based rumtim
management can exploit the banking effects of the long chake and delay or reduce the performance loss due
to engagement of a cooling mechanism. From an average ym®rs of view, the QoS provided by the server is
largely dependent on its performance in the hot phase, as maggests are made during that time. Therefore, in
our study,we use the performance of the hot phase as our performanaé rfeet comparison

2) Dynamic reliability management for server workloads:order to evaluate our runtime management
technique on server workloads, we construct a hybrid waklin a way similar to that of the multi-program
workload, but with a much longer context-switch intervahid synthetic workload is composed of a cool phase and
a hot phase, running Spec2000 benchmaiisiu and gcc respectively. Figure 20 shows the temperature profile of
the synthetic workload we use to mimic the thermal behavisesver workloads. From various experiments, we
find that the thermal time constants of our simulated systesirathe range of tens of milliseconds. Therefore, by
simulating workloads in a time scale of several seconds, areensure that the portion of time in the profile spent
on the transient behaviors from one phase to another is nzednjust like one may see in a temperature profile
for server workloads. Although the total simulated timeh®r$ (i.e., about one second) compared to a real server
workload, Figure 20 indicates that the time interval forfepbase is long enough to reach the steady-state operating
temperature of the individual program. The temperaturéatians within each program also mimic the workload
variations in both the cool and hot phases of a real servekload. Therefore, the time units shown in Figure 20
could be interpreted as scaled down from a much longer tinegvial (e.g. several hours). One disadvantage of our
synthetic workload is that power peaks due to individualesis in the cool phase are not modeled. However, the
effect of those intermittent power peaks on reliability kiag is not significant, because of the filtering effect of
the thermal package on temperature.

In our synthetic workloads, the cool phase is followed by hioé phase, and lifetime will be banked first and
then withdrawn. In other workloads where the hot phase ie@d by the cool phase, DTM can be applied in
the hot phase if there is no previous lifetime banking, afetifne will be banked in the following cool phase and
prepared for withdrawal in the future hot phase. Thus, deatifhe banking based approach is effective in spite of
the detail of workloads (i.e. the order of cool and hot phpsé& define theduty cycleof the cool phase as the
portion of time the cool phase occupies in the whole lengthimiulation. For example, in Figure 20, the duty cycle
of the cool phase is equal to 0.5. In our experiments, we alsstouct workloads with different duty cycles of
the cool phase (e.g., 0.6 and 0.75), and in all of these wadsdpindividual programs reach their own steady-state
temperatures.

The application of the HRM technique to server workloads is straightforward, Jik& in the context-switched
multi-program workload studied previously. However, omnlation results reveal that BRM is not the best choice
for server workloads. In the workloads of general-purpos@puting, since each phase is very short, the lifetime
balance deposited in the previous cool phases can suppatiisequent over-consumption of lifetime for an interval
comparable to that of the hot phaseD&M can minimize the impacts on the phase within these waxkdo However,
in the server workloads, the interval of the hot phase is nloolger, and temperature rises steadily towards the
hot phase steady-state temperature. At the same time, dibe xponential dependence of lifetime consumption
rate on temperature, the lifetime balance is consumed mudtarare rapidly, despite a previous long cool phase.
Figure 21 demonstrates such a process in the time int@ng, 0.68s]. After 0.68s, the lifetime balance becomes
zera S.DRM performs during the rest of the hot phase just as it behavéhe single program workload. Therefore,
only a small portion of the execution in the hot phase ben&fits the lifetime banking by the cool phase.
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Fig. 21. SDRM (simple dynamic reliability management) on the synthetic workload shiawigure 20.

Due to the above reason, one should find a more strategic wspetad the lifetime balance in order to maximize
the performance in the hot phase. Since in steady stateetampe can be modeled as a function of the operating
frequency, one can find the relationship between lifetimesamption rate and operating frequency. l£ét) denotes
the operating frequency curve in the hot phase, afdt)) be the corresponding lifetime consumption rate. The
problem to find the maximum performance operating schegukhile satisfying the reliability constraint can be
formulated as a constrained optimization problem as falow

Maz(E[f(t)]), subject taE[r(f(t)] = R, t € hot phase

where E] is the expected-value function, aitlis a constant in the hot phase that is determined by therfiéeti
balance deposited during the cool phase as well as the nblifi@iene consumption rate. We assume that, in the
hot phase, system performance is proportional to the clpeked.
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Fig. 22. Relationship between clock frequency and lifetime consumptien ra

Figure 22 plots clock frequency as a function of the lifetioomsumption rate. It is obvious that the relationship
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between clock speed and lifetime consumption rate formsascocurve. According to Jensen’s inequality, it follows
that (as shown in Figure 22)(E[r(t)]) > E[f(r(t))], which implies that, in order to obtain the best performance
one should operate with a constant consumption rate. Inr atioeds, one should distribute the lifetime balance
evenly across the hot phase. In order to calculate the desiresumption rate in the hot phase, one has to know the
duration of the hot phase. Currently we assume that thigrmdtion can be obtained through profiling technique
thanks to the high regularity of the workload distributiar Bervers.

With the optimal operating condition in mind, we introducar dP.DRM, profile-based dynamic reliability
management) technique, which is a natural extension of dDRB! with the awareness of the optimal operating
points in the hot phase. When the server is running in the cbak@ PDRM works the same way as.BRM
with lifetime balance banked. When the server enters the hasggy PDRM calculates a new nominal lifetime
consumption rate based on the lifetime balance and theidorat the hot phase (obtained through profiling). Then
P_DRM acts just like SDRM, with the new calculated nominal consumption rate, Wwhien further exploit some
banking opportunities due to temperature variations withe hot phase.

The profiling only provides grediction that allows the CPU to jump to the best operating point duing
hot phase. In some cases we might not be able to obtain aeowmakload profiles. However, with our. BRM
technique, the inaccuracy of workload profiles only affabes the performance optimality, and does not result in
violations to the lifetime budget. That is because our tegpl always tracks the actual reliability consumption rate
and compares it with the nominal lifetime consumption.

[EDTM ES_DRM OP_DRM

Performance slow-down of

Fig. 23. Performance comparison of different runtime manageteehniques on the synthetic workload shown in Figure 20 with different
duty cycles of the cool phase: (a) 0.5, (b) 0.6 and (c) 0.75. [14]

3) Simulation results for server workloadgve simulate the synthetic workload shown in Figure 20, which
mimics the thermal behaviors of the real server workloadh wdifferent runtime management techniques. We
change the program switching time so that we can test on 3leamk with different duty cycles of the cool phase.
We compare the performance slow-down in the hot phase andethdts are presented in Figure 23. Both DRM
techniques outperform DTM, and[PRM performs the best. The performance aD8M is slightly better than that
of DTM and much worse than_.PRM due to the reasons discussed in above. On the other hab&MpPcan fully
exploit the banking benefits of the cool phase. For examplemthe cool phase occupies 60% of the total time
(i.e. as indicated by (b) in Figure 23),[PRM can reduce the performance penalty from 16%(DTM) to @8y (or
equivalently, the execution speed of the hot phase is isectay PDRM by about 9.5% over DTM). Interestingly,
for the case when the cool phase occupies 75% of the total(time(c) in Figure 23), no performance slow-down
is incurred for both DRM techniques, because the religb#éijuivalent temperature for that workload is less than
the reliability nominal temperature. Thus, in that case, lifetime balance banked in the cool phase is enough to
support the full speed execution in the hot phase, while DTainps the hot phase temperature to the reliability
temperature, resulting in about a 13% performance penaltiié hot phase.

4) An analytical model for DRM for server workloadsin order to fully understand the potential benefits
of p_.DRM on server workloads, we present a first order analyticadleh providing some insights of our proposed
runtime technigues. In this model, we approximate serveklwads using square waveforms as shown in Figure 24.
The solid blue line represents the temperature/performanafile with DTM. The temperature profile with PRM
in the cool phase overlaps with that of DTM. AndDlRM allows operating points above the reliability temparat
in the hot phase, as presented by the dotted green line ingheefiwe want to find out what is the allowable
performance difference between the dotted green line amddhd blue line (i.e., the performance gain aDRM
over DTM), subject to a fixed lifetime budget. Here we make asuaption that the processor can operate at a
clock frequency higher than that clamped by the thermaktiokl. There are two aspects to this. First, temperature
excursions will require a reduction in frequency, thus mdg performance somewhat, but should still outperform
a strict, temperature-limited form of DTM because the terapge dependence of frequency is mild [4]. Second,
many ICs are actually under-clocked due to thermal linotadi In both cases, there exist possibilities that we can
over-drive the processor in the hot phase to meet the QoSreeqgnts without sacrificing reliability lifetime.
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Fig. 24. Modeling thermal behaviors of server workloads using squaveforms. [14]

As one can see from Figure 24, two factors might affect them@l performance boost by PRM over
DTM: 1. the difference between the steady-state tempersitir both the hot phase and the cool phase, and 2. the
duty cycle of the cool phase. We set the reliability tempeef’;,, = 105°C, associated with the clock frequency
fn = 3.0GHz. This setting means that in the hot phase, the maximum pegioce achieved by DTM is to operate
at 3.0GHz. If we can assume that the dynamic power consumption of theegsor is proportional to the cubic
of clock frequency, the steady state temperature can betetbhy 7'(f) = K f3 + Ty, where K is a constant
and T, represents the ambient temperature of the thermal packageunting for the contribution of static power
consumption to temperature, we set a higher ambient tetypefs, = 55°C, and obtaink ; = 1.85K/GH23. Let
AT denote the temperature difference between the hot phastharmbol phasef, the allowable operating clock
frequency in the hot phase by[PRM, and« the duty cycle of the cool phase. The following equation $thdne
satisfied to retain the same lifetime budget wittbRM:

[rn(Tn) = m1(Tn — AT)]ov = [r2(f2, T(f2)) — ra(T)](1 — @) (13)

where r,, is the nominal reliability consumption rate at temperatilfg r; is the consumption rate in the cool
phase, and-, is the consumption rate in the hot phase with clock frequefscgnd temperatur@’(f;). The left
hand side of the above equation represents the reliabiitgrice banked during the cool phase and the right hand
side represents the banking deposits to be consumed in thhése. Although the temperature dependence of static
power is not taken into account in this model, we feel thaiajptares the key relationships between performance,
operating temperature and reliability consumption ratel i thus sufficient for our purposes.
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Fig. 25. Performance speed-up due to lifetime banking on differenklaed characteristics. [14]

Using the above analytical model (i.e. Equation ( 13), we calculate the performance speed-up h{pRM
(i.e. ]’f—z in the hot phase) as a function 7" and the duty cycle of the cool phase. The results are prasémte
Figure 25, which shows that the performance speed-up idyhidgpendent on the duty cycle of the cool phase.
When the duty cycle of the cool phase is fixed, the increasenopéeature difference will also increase the speed-
up. However, after some value (e.g. about@y the temperature difference has a minor effect on the spped
due to the exponential dependence of the reliability comgiom rate on temperature. Because the extra reliability
balance brought by further lowering the temperature in thel phase is negligible when compared to the very
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high consumption rate in the hot phase. This figure sugghatsthe “sweet spot” for performance speed-up with
P_DRM lies in the case when the duty cycle of the cool phase isentimain 50% and the temperature difference is
more than 20C, and we can expect more than 5% of performance speed-upn&tety, as shown before, many

server workloads satisfy these requirements.

The simulation results of DTM and_ BRM from Figure 20 are re-plotted in Figure 25. The worklo&misthese
data are similar to that shown in Figure 20, with the cool phasty cycle equal to 0.5, 0.6 and 0.75 respectively.
The reliability temperature is set @0°C, while the temperature of the cool phase in these workloadsbbut
70°C. These simulation results show a similar trend to that ptedi by our simple analytical model, though our
analytical model is not calibrated against any specific &tman data. Therefore, these simulation results confirm
the applicability of our analytical model. Compared witle thimulation results, it seems that the analytical model
underestimates the performance speed-up BRRI. Two major reasons might help explain the discrepanigt,F
in our analytical model, we use a cubic relationship betwpewer and operating frequency, which exaggerates
the effect of clock frequency on the temperature, leading tmore conservative estimate of the performance
speed-up. Second, in the simulations, we include the idhalties for frequency/voltage transitions due to dynamic
frequency/voltage scaling, while in the analytical moae, do not assume any extra performance penalty for DTM.

VIII. CONCLUSIONS

This paper presented an analysis of interconnect EM failatdbject to temporal and spatial thermal gradients.
For EM under time-varying stresses (temperature/currerg)proposed a dynamic reliability model, which returns
reliability equivalent temperatures/currents. For EM emdon-uniform temperature distributions, we obtainedelo
bounding temperatures to estimate the actual lifetime.r&fbee, the commonly used Black's equation is still
applicable by using our constant reliability equivalemmperatures. Our analysis reveals that blindly using the
maximum or average temperature to evaluate EM lifetimeapjmopriate. Our results not only increase the accuracy
of reliability estimates but enable designers to more aggively explore the design space and to reclaim the design
margin imposed by less accurate, more pessimistic modgistilify constant-temperature models require designers
to observe a static worst-case temperature limit, but tladyais presented here enables temperature-aware designer
to evaluate the system reliability using runtime inforroatithus increasing the confidence about the actual behavior
of the system. The dynamic nature of our reliability modaloamakes it suitable for DTM.

As an application example, we detailed the use of the tertyreraariability and lifetime resource models to
develop novel DRM techniques that reduce the performancalfies associated with existing DTM techniques
while maintaining the required expected IC reliabilityeliine. When the operating temperature is below a nominal
temperature (i.e., the threshold temperature used in DTMnigues), lifetime is being consumed at a slower than
nominal rate, effectively banking lifetime for future camsption. A positive lifetime balance allows the nominal
temperature to be exceeded for some time (thus consumiegmd at a faster than nominal rate) instead of
automatically engaging DTM and unnecessarily sufferirggabsociated performance penalties. For general-purpose
computing, simulation results revealed thaD8M provides performance improvements over traditionatshold-
based DTM without sacrificing expected lifetime, or allowus tisage of cheaper thermal package without sacrificing
performance. For server workloads, simulations on syitthetrkloads demonstrate the possibility to increase serve
QoS by using EDRM when service requests are aggregated. A conservatalgtimal model further identifies the
“sweet spots” of server workloads that benefit from ouDRM. Although the DRM experiments presented in this
paper do not explicitly study the scenarios with long pesiofl inactivity, which are commonly seen in non-server,
user-driven workloads, our lifetime banking techniques loa applied in a straightforward way, because our dynamic
reliability model (Equation (12)) also holds true in thesiations. Consequently, much better performance gains
would be expected compared to those obtained in the semdervsbrkloads presented here, because more lifetime
banking opportunities are available during those inagtigieriods.

In the future, we will compare our analysis with experimémtata. We will also investigate other dynamic
reliability models by considering such failure mechanigm$ast thermal cycling, stress-migration, and dielefgfaite
oxide breakdown. Finally, we will integrate the dynamidability models into a reliability-aware design flow.
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APPENDIX

Consider an EM process with zero stress at both ends of thel ive@ and with non-uniform temperature
distribution across the metal line. In the steady state, nttezhanical stress along the line reaches its steady
distribution, or%—‘; = 0. And the following equation is hold (from Equation (3)):

V= o (8@ (P - atr@) ) ~o

with the boundary conditionst(0,t) = o(I,t) = 0, whereT'(z) is the temperature profile.

Therefore,5 (T'(x)) (d‘g—f;") - a(T(:B))) = J , whereJ is a constant and represents the steady state atom flux.
Thus, in the steady state of EM process, there exists a curatamic flux from one end (cathode) of the metal
line to the other (anode). It follows th ta‘(gf’) - a(T(x))) = m. By integrating both sides of this equation

l

l
along the metal line, and noticing that0) = (1) = 0, we obtain— [ a(T(z)dz = J | md:c. And finally the
0 0
steady state atomic flux can be expressed as:
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