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Abstract

Thermal effects are becoming a limiting factor in high performance circuit design due to the strong temperature
dependence of leakage power, circuit performance, IC package cost and reliability. While many interconnect reliabil-
ity models assume a constant temperature, this paper analyzes the effects of temporal and spatial thermal gradients
on interconnect lifetime in terms of electromigration. Fortemporal thermal variations, we present a physics-based
dynamic model for estimating interconnect lifetime for anytime-varying temperature/current profile, and this model
returns reliability equivalent temperature and current density that can be used in traditional reliability analysis tools.
For spatial temperature gradients, we give close bounds in terms of uniformly distributed temperatures to estimate
the lifetime of interconnects subject to non-uniform temperature distribution. Our results are verified with numerical
simulations and reveal that blindly using the maximum temperature leads to very inaccurate or too pessimistic
lifetime estimation. In fact, our dynamic model reveals that when the temporal temperature variation is small,
average temperature (instead of worst-case temperature) can be used to accurately predict interconnect lifetime.
Therefore, our results not only increase the accuracy of reliability estimates, but they also enable designers to
reclaim design margin in reliability-aware design. In addition, our dynamic reliability model is useful for improving
the performance of temperature-aware dynamic runtime management by modeling reliability as a resource to be
consumed at a stress-dependent rate.This report supersedes TR CS-2005-10.

Index Terms

lectromigration, reliability-aware design, dynamic stress, temperature gradients, dynamic thermal/reliability man-
agement.lectromigration, reliability-aware design, dynamic stress, temperature gradients, dynamic thermal/reliability
management.E

I. I NTRODUCTION

Due to increasing complexity and clock frequency, temperature has become a major concern in integrated circuit
design. Higher temperatures not only degrade system performance, raise packaging costs, and increase leakage power,
but they also reduce system reliability via temperature enhanced failure mechanisms such as gate oxide breakdown,
interconnect fast thermal cycling, stress-migration and electromigration (EM). The introduction of low-k dielectrics
in the future technology nodes will further exacerbate the thermal threats [1]. In this paper, we focus on temperature-
related EM failure on interconnects. Other failure mechanisms will be investigated in the future.

The field of temperature-aware design has recently emerged to maximize system performance under lifetime
constraints. Considering system lifetime as a resource that is consumed over time as a function of temperature,
dynamic thermal management (DTM) techniques [2], [3] are being developed to best manage this consumption.
While the dynamic temperature profile of a system is workload-dependent [3], [4], several efficient and accurate
techniques have been proposed to simulate transient chip-wide temperature distribution [4], [5], [6], providing
design-time knowledge of the thermal behavior of differentdesign alternatives. Currently, DTM studies assume a
fixed maximum temperature, which is unnecessarily conservative. To better evaluate these techniques and explore
the design space, designers need better information about the lifetime impact of temperature.

Failure probability in VLSI interconnects due to electromigration is commonly modeled with lognormal reliability
functions. The variability of lifetime is strongly dependent on the interconnect structure geometries and weakly
dependent on environmental stresses such as current and temperature [7], while median time to failure (MTF) is
determined by current and temperature in the interconnect.In this paper, we use MTF as the reliability metric
and investigate how it is affected by temporal and spatial thermal gradients. Historically, Black [8] proposed a
semi-empirical temperature-dependent equation for EM failures:

Tf =
A

jn
exp

(

Q

kT

)

(1)
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whereTf is the time to failure,A is a constant based on the interconnect geometry and material, j is the current
density,Q is the activation energy (e.g.,0.6eV for aluminum), andkT is the thermal energy. The current exponent,
n, has different values according to the actual failure mechanism. It is assumed thatn = 2 for void nucleation
limited failure andn = 1 for void growth limited failure [9]. Black’s equation is widely used in thermal reliability
analysis and design.

However, Black’s equation assumes a constant temperature.For interconnects subject to temporal and/or spatial
thermal gradients, two questions need to be answered: 1. Is Black’s equation still valid for reliability analysis in
these cases? 2. If Black’s equation is valid, what temperature should be used? Though in absence of clear answers
in the literature, in practice, Black’s equation is still widely assumed, and the worst-case temperature profile is
usually used to provide safeguard, resulting in pessimistic estimations and unnecessarily restricted design spaces.
As an example, we use theHotspottoolset [4], an accurate architecture-level compact thermal model, to simulate a
processor running the Spec2000 benchmarks. The temperature and the power of the hottest block (i.e., the integer
unit) for one benchmark are plotted in Figure 1. In this case,the substrate temperature varies between110oC and
114oC, and the maximum power is more than 1.5 times the minimum power. We can see that for only a small
portion of time is the program running at the worst-case temperature.
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Fig. 1. A simulated temperature/power profile for an integer unit running the mesaSpec2000 benchmark. [10]

In the first part of this paper, we answer the above two questions. We find that, for EM subject to time-varying
stresses, Black’s equation is still valid, but only with thereliability equivalent temperature/current density that
returns from a dynamic reliability model presented in this paper [10]. For EM subject to spatial thermal distribution,
Black’s equation cannot be applied directly. Instead, we give the bounding temperatures which can be used in
Black’s equation to bound the actual lifetime subject to non-uniform temperature distribution. Therefore, our results
can be seamlessly integrated into current reliability analysis tools based on Black’s equation [11]. In addition, while
designers are currently constrained by constant, worst-case temperature assumptions, the analysis presented in this
paper provides more accurate, less pessimistic interconnect lifetime predictions. This results in fewer unnecessary
reliability design rule violations, enabling designers tomore aggressively explore a larger design space. One limitation
in the application of our results is that our analysis is currently based on two-terminal interconnects, such as those
seen in global signal interconnects and power/ground distribution networks. Recently Alamet al. [11] proposed
lifetime predictions for multi-terminal interconnects. Our future work will include extending our current findings to
multi-terminal interconnects.

Worst-case power dissipation and environmental conditions are rare for general-purpose microprocessors. Design-
ing the cooling solution for the worst case is wasteful. Instead, the cooling solution should be designed for the worst
“expected” case. In the event that environmental or workload conditions exceed the cooling solution’s capabilities
and temperature rises to a dangerous level, on-chip temperature sensors can engage some form of “dynamic thermal
management” (DTM) [4], [12], [13], which sacrifices a certain amount of performance to maintain reliability by
reducing circuit speed whenever necessary. Existing DTM techniques do not consider the effects of temperature
fluctuations on lifetime and may unnecessarily impose performance penalties.

In the second part of this paper, we propose runtime dynamic reliability management (DRM) techniques based
on our dynamic reliability model [14]. By leveraging this model, one can dynamically track the “consumption” of
chip lifetime during operation. In general, when temperature increases, lifetime is being consumed more rapidly, and
vice versa. Therefore, if temperature is below the traditional DTM engagement threshold for an extended period, it
may be acceptable to let the threshold be exceeded for a time while still maintaining the required expected lifetime.
In effect, lifetime is modeled as a resource that is being “banked” during periods of low temperature, allowing for
future withdrawals to maintain performance during times ofhigher operating temperatures. Using electromigration
as an example, we show the benefits of lifetime banking by avoiding unnecessary DTM engagements while meeting
expected lifetime requirements.
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The concept of dynamic reliability management is first introduced by Srinivasanet al. [3]. In their work, they
proposed a chip level reliability model and showed the potential benefits by trading off reliability with performance
for individual applications. They assumed an oracular algorithm for runtime management in their study, and they did
not consider the effects of inter-application thermal behaviors on reliability. Later work from the same authors [15]
refined their reliability model and showed the improvement in reliability using redundant components. In this paper,
we focus on practical runtime management techniques for theworst-case on-chip component (i.e. hottest interconnect)
to exploit both intra- and inter-application temperature variations. The combination of their model and our techniques
is expected to bring more advantages and is open for future investigation. Ramakrishnan and Pecht [16] proposed
to monitor the life consumption of an electronic system and project the system lifetime based on the monitoring
results. We take a similar approach to monitoring the stresses on the circuit continuously, and we also intelligently
adapt the circuit operation to maximize the circuit performance without reducing reliability.

The rest of the paper is organized as follows. Section II introduces a stress-based analytic model for EM, which
serves as the base model in this paper. In Section III, we extend this model to cope with time-varying stresses (i.e.,
temperature and current) and derive a formula to estimate interconnect lifetime, which we analyze in Section IV.
In Section V, we analyze the impact of non-uniform temperature distribution on lifetime prediction due to EM.
We illustrate how designers can use our analysis to reclaim some design margin by considering runtime variations
in Section VI. In Section VII, we exploit our proposed dynamic reliability model in runtime thermal management
and propose a banking-based dynamic reliability management technique to improve system performance while
maintaining lifetime constraints. Finally, we summarize the paper in Section VIII.

II. A N ANALYTIC MODEL FOR EM
In this section, we describe the basic EM model used in the paper. In the following sections, we will extend

this basic EM model to predict interconnect lifetime under dynamic thermal and current stresses.
Clement [17] provides a review of 1-D analytic EM models. Several more sophisticated EM models are

also available [9], [18]. In this paper, we only discuss the EM-induced stress build-up model of Clement and
Korhonen [19], [20], which has been widely used in EM analysis and agrees well with simulation results using a
more advanced model by Yeet al. [21].

EM is the process of self-diffusion due to the momentum exchange between electrons and atoms. The dislocation
of atoms causes stress build-up according to the following equation [19], [20]:

∂σ

∂t
−

∂

∂x

([

Da

(

BΩ

kT l2ε

)]

(
∂σ

∂x
−

qlE

Ω
)

)

= 0 (2)

whereσ(x, t) is the stress function, and an interconnect failure is considered to happen whenσ(x, t) reaches a
threshold (critical) valueσth. Da is the diffusivity of atoms, a function of temperature.B is the appropriate elastic
modulus, depending on the properties of the metal and the surrounding material and the line aspect ratio.Ω is the
atom volume.ε is the ratio of the line cross-sectional area to the area of the diffusion path.l is the characteristic
length of the metal line (i.e., the length of the effective diffusion path of atoms).q is the effective charge.E is the
applied electric field, which is equal toρj, the product of resistivity and current density. The termqlE

Ω corresponds
to the atom flux due to the electric field, while∂σ

∂x
corresponds to a back-flow flux created by the stress gradientto

counter-balance the EM flux. And the total atomic flux at a specific location in the interconnect is proportional to
the sum of these two components:

J =

[

Da

(

BΩ

kT l2ε

)]

(
∂σ

∂x
−

qlE

Ω
) (3)

Equation (2) states that the mechanical stress build-up at any location is caused by the divergence of atomic flux at
that point, or ∂σ

∂t
= ∇J . If we assume a uniform temperature across the interconnectcharacteristic length and let

β(T ) = Da

(

BΩ
kT l2ε

)

(which we refer to as the temperature factor throughout the paper) andα(j) = qlE
Ω , we obtain

the following simplified version, the solution of which depends on both temperature and current density:

∂σ

∂t
− β(T )

∂

∂x

(

∂σ

∂x
− α(j)

)

= 0 (4)

Clement [19] investigated the effect of current density on stress build-up using Equation (4), assuming that
temperature is unchanged (i.e.,β(T ) = constant), for several different boundary conditions. He found thatthe
time to failure derived from this analytic model had exactlythe same form as Black’s equation (1). The exponential
component in Black’s equation is due to the atom diffusivity’s (Da’s) dependency on temperature by the well-known
Arrhenius equation:Da = Daoexp

(

−Q
kT

)

.
Applying the parabolic maximum principles [22] to Equation(4), we know that at any timet, the maximum

stress along a metal line can be found at the boundaries of theinterconnect line. Figure 2 shows the numerical
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Fig. 2. EM stress build-up for different boundary conditions andα values. All processes haveβ = 1 (α and β are defined in Equation
(4)). [10]

solutions for Equation (4) at one end of the line (i.e.,x = 0) for different boundary conditions andα values, all
with β = 1. The three boundary conditions shown here are similar to those discussed in [19] for finite length
interconnect lines. It indicates that both boundary conditions and current density (α) affect the stress build-up rate
(i.e., the larger the current, the faster the stress builds up.). Also seen from the figure is that the stress build-up
saturates at a certain point. This is because, in saturation, the atom flux caused by EM is completely counterbalanced
by the stress gradient along the metal line. It is believed that the interconnect EM failure occurs whenever the stress
build-up reaches a critical value,σth (as shown in Figure 2). If the saturating stress is below the critical stress, no
failure happens. In the following discussion, we assume that the saturating stress in an EM process is always above
the critical stress.

III. EM UNDER DYNAMIC STRESS

In this section, we first show that the “average current” model can be used to estimate EM lifetime under dynamic
current stress while the temperature is constant. Then we derive a formula to reveal the effect of time-dependent
temperature on EM. Finally, based on these two results, we generalize an EM lifetime prediction model accounting
for the combined dynamic interplay of temperature and current stresses.

A. Time-dependent current stress

Clement [19] used a concentration build-up model similar tothe one discussed here to verify that in the case
in which temperature is kept constant, the average current density can be used in Black’s equation for pulsed DC
current. As for AC current, an EM effective current is used bythe Average Current Recovery (ACR) model [23],
[24]. In this paper, we do not distinguish between these two cases. We only consider the change of EM effective
current due to various causes (e.g., phased behaviors in many workloads). This is because the time scale of the
current variation studied in this paper is usually much longer than that of the actual DC/AC current changes in the
interconnects.
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Fig. 3. EM stress build-up under time-dependent current stress. In each EM process,α (defined in Equation (4)) oscillates between two
values with different duty cycles. The time dependence ofα is given in the legend.2All curves have the same average value ofα. The solid
line is the stress build-up with a constant value ofα. [10]

2For example, the numbers after the circle represent the case in whichα is a square-wave function and varies between 3 and 0 with a
duty cycle of0.5. This representation of the time-dependent square-wave function is used in other figures throughout the paper.
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We numerically solve Equation (4) with different time-dependent α functions, and the results are plotted in
Figure 3. The stress build-ups for all EM processes in Figure3 overlap before saturations (or before reaching the
critical stress), since they have the same average current.Thus, the EM process under time-varying current stress can
be well approximated by average current. Note that the curves in Figure 3 diverge after they reach their maximum
stress. This is because the time-varying current could not create a stable counterbalancing stress gradient for EM.
However, we are only interested in the EM process before reaching the critical stress when EM failure occurs.

B. Time-dependent thermal stress

If the temperature (β) of the interconnect is time-dependent, we can derive the EMstress build-up expression
indirectly based on the following theorem.

Theorem 1:Consider stress build-up Equation (4) with constant valuesfor β andα. Let σ1(x, t) be the solution
for the equation withβ = β1 under certain initial and boundary conditions andσ2(x, t) be the solution withβ = β2

for the same initial and boundary conditions. If the solutions for Equation (4) are unique for those initial and
boundary conditions, we have

σ2(x, t) = σ1(x,

(

β2

β1

)

t)

Proof: Sinceσ1(x, t) is the solution for the equation, we have∂σ1

∂t
(x,

(

β2

β1

)

t)−β1
∂
∂x

(

∂σ1

∂x
(x,

(

β2

β1

)

t) − α(j)
)

=

0. On the other hand, letσ2(x, t) = σ1(x,
(

β2

β1

)

t), we have ∂σ2

∂t
(x, t) =

(

β2

β1

)

∂σ1

∂t
(x,

(

β2

β1

)

t) and ∂σ2

∂x
(x, t) =

∂σ1

∂x
(x,

(

β2

β1

)

t). This leads to∂σ2

∂t
(x, t) = β2

∂
∂x

(

∂σ2

∂x
(x, t) − α(j)

)

, which demonstrates thatσ1(x,
(

β2

β1

)

t) is the
solution for the stress build-up equation withβ = β2, under the same initial and boundary conditions.

Theorem 1 tells us that the stress build-up processes in the interconnect are independent of the value ofβ in
Equation (4). The value ofβ only determines the build-up speed of the process. For example, at time

(

β2

β1

)

t, the
stress build-up of an EM process withβ = β1 seesthe stress build-up of an EM process withβ = β2 at time t. In
other words,it is possible to use the expressions for stress build-up under constant temperature to describe the EM
process under time-varying thermal conditions.

Consider that temperature varies over time, and EM effective current doesn’t change. We can divide time into
segments, such that temperature is constant within each time segment. In other words,β in Equation (4) is a
segment-wise function, described as:

β(t) =



























β1, t ∈ [0,∆t1]
β2, t ∈ (∆t1,∆t1 + ∆t2]
. . .

βi, t ∈
(

∑i−1
k=1 ∆tk,

∑i
k=1 ∆tk

]

. . .

We denoteM0 as the metal line of interest. Imagine that there is another metal line, denoted byM1, having
the same geometry and EM effective current asM0. M1 has a constant value ofβ equal toβ1, while M0 will
experience a time-dependent function ofβ(t). Let σ0(t) and σ1(t) be the stress evolution on metal lineM0 and
M1 respectively. During the first time segment, the stress build-ups on both metal lines are the same. Thus, at the
end of this time segment, we haveσ0(∆t1) = σ1(∆t1). M0 will continue to build up stress withβ2 during the
second time segment. According to Theorem 1, the stress evolution of M0 during ∆t2 will be the same as that
of M1, except that it will takeM1 a time period ofβ2

β1
∆t2 to achieve the same stress. Similar analysis can be

applied to other time segments. As a result, at the end of theith time segment, the stress build-up inM0 will be
equal to that inM1 after a total time of

∑i
k=1(

βk

β1
)∆tk. In other words, we can convert the stress evolution under

time-varying thermal stress into EM stress evolution with constant temperature.
It follows that at the end of theith time segment, the stress inM0 is specified as:σ0(

∑i
k=1 ∆tk) = σ1

(

∑i
k=1(

βk

β1
)∆tk

)

.

As ∆ti→dt, βi → β(T (t)), we obtain the integral version for the stress build-up function:

σ0(t) = σ1

(

(
1

β1
)

∫ t

0

β(T (t))dt

)

(5)

If we assume that the stress build-up reaches a certain threshold (σth) at which an EM failure occurs, we have:
∫ tfailure

0

β(T (t))dt = ϕth (6)
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Fig. 4. EM stress build-up at one end of the interconnect with different time-dependentβ functions (square waveform). The solid line is
the case with a constant value ofβ equal to the average value ofβ in other curve. [10]

whereϕth is a constant determined by the critical stress (i.e.ϕth = σ−1
1 (σth) β1). If an average value ofβ(t)

exists, we obtain a closed form for the time to failure:

tfailure =
ϕth

E(β(T (t)))
(7)

whereE(β(t)) is the expected value forβ(t), andβ(t) is the temperature factor, as defined in Equation (4), having

the formβ(T (t)) = A′

(

exp(− Q

kT (t) )
kT (t)

)

whereA′ is a constant. In comparison with Black’s equation, Equation ( 7)

indicates that the average of temperature factorβ should be used.
One way to interpret Equation (6) is to consider interconnect time to failure (i.e., interconnect lifetime) as an

available resource, which is consumed by the system over time. Then theβ(t) function can be regarded as the
consumption rate.

Let MTF (T ) be the time to failure with a constant temperatureT . We haveβ(T ) = ϕth

MTF (T ) by Equation (7).
Substitute this relation in Equation (7) again and considerthe time-varying temperature, and we obtain an alternative
form for Equation (7):

tfailure =
1

E(1/MTF (T ))
(8)

Equation (8) can be used to derive the absolute time to failure provided that we know the time to failure for different
constant temperatures (e.g., data from experiments).

By calculating the second derivative ofβ(T ) as a function of temperature, it can be verified thatβ(T ) is a
convex function within the operational temperatures. By applying Jensen’s inequality, we haveE(β(T )) ≥ β(E(T )),
which, according to Equation (7), leads to an interesting observation: constant temperature is always better in terms
of EM reliability than oscillating around that temperature(with the average temperature the same as the constant
temperature).

Similar to the methods for verifying the “average current model”, we obtain numerical solutions for the stress
build-up equation using different square waveforms forβ. Figure 4 compares these results and shows that the time
to failure will be the same as long as the EM processes exhibitthe sameaveragevalue ofβ.

C. Combined dynamic stress

In reality, both temperature and current change simultaneously. In most cases, the variation of temperature on
the chip reflects changes in power consumption, thus directly relating to current flow in the interconnects. In order
to describe the EM process in this general case, we can, again, divide time into multiple small segments, and in
each time segment, assume that both current and temperatureare constant. The temperature and current stresses on
the interconnect within time segment∆ti is denoted by a pair of values(αi, βi). Following the same technique as
for the time-varying thermal stress, we compare the EM processes in two metal lines (M0 andM1), and one (M0)
of which is under time-varying thermal and current stresses. We construct an EM process in the second metal line
(M1) such thatM1 is subject to a constant thermal stress (βM1 = β1). Applying Theorem 1 reveals that the stress
evolution ofM0 within ∆ti, under(αi, βi), is the same as that ofM1 under stress(αi, β1) for a time period of
βi

β1
∆ti. Thus, at the end of theith time segment, the stress build-up ofM0 is equal to the stress evolution ofM1 at

the time
∑i

k=1(
βk

β1
)∆tk. Notice that the current stress onM1 is time-dependent (i.e,αM1 = αi for a time period

of βi

β1
∆ti). In order to find the stress ofM1 at

∑i
k=1(

βk

β1
)∆tk, the current profile (i.e.,α as a function of time) for
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M1 should be considered:

αM1(t) =



























α1, t ∈
[

0, β1

β1
∆t1

]

α2, t ∈
(

β1

β1
∆t1,

β1

β1
∆t1 + β2

β1
∆t2

]

. . .

αi, t ∈
(

∑i−1
k=1

βk

β1
∆tk,

∑i
k=1

βk

β1
∆tk

]

Since the stress evolution inM1 is under constant thermal stress, we may apply the “average current model”. As
∆ti→dt, βi → β(T (t)) and αi → α(t), we derive the EM reliability equivalent current forM0 (or the average
current forM1) as:

jequivalent =

∫ T

0
j(t)β(t)dt

∫ T

0
β(t)dt

=
E [j(t)β(t)]

E [β(t)]
(9)

whereT is a relatively large time window, andj(t) is the corresponding current density forα(t). Thus, the EM
process inM0 can be approximated by an EM process with constant stresses (i.e., j = jequivalent and β = β1).
Using a similar derivation as for Equations ( 5), ( 6), and ( 7), combined with Black’s equation, we obtain the time
to failure for M0:

tfailure =
C

jn
equivalentE(β(T (t)))

(10)

wherejequivalent is defined by Equation (9), andC is a constant.
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Fig. 5. EM stress build-up at one end of the interconnect with time-varyingα (current) andβ (temperature) functions (i.e., square
waveforms). The circles represent the numerical solution for time-varying α andβ. The solid line is with a constant value ofα calculated
according to Equation (9) and a constant value ofβ equal to the average value of that in the time-varying case. As a comparison, the EM
process (dotted line) simply using the average current of the time-varying case is also shown. These results show that EM process under
dynamic stresses (circles) can be well approximated by a process with constant stresses (solid line). [10]

Figure 5 compares the stress build-ups for different dynamic current and temperature combinations. These
results illustrate that the EM process under dynamic stresses can be well approximated by an EM process with a
constant temperature (i.e.,E(β)) and a constant current (i.e.,Iequivalent as defined in Equation (9)). Therefore, for
an interconnect with concurrent time-dependent temperature and current stresses, time to failure has the same form
as Black’s equation, except that the reliability-equivalent current (the actual current modulated by the temperature
factor β (i.e., weighted averaging byβ)) and the mean value of the temperature factor are used.

In fact, if the current and the temperature are statistically independent, we haveE[j(t)β(t)]
E[β(t)] = E [j(t)] in Equation

(9). In this case, the reliability equivalent current will be reduced to the average current and we get back to the
“average current model”. On the other hand, if the current isconstant, Equations (9) and (10) will lead us to Equation
(7). Finally, if both temperature and current are time invariant, Black’s equation (Equation (1)) is obtained.

IV. A NALYSIS OF THE PROPOSED MODEL

Equations (9) and (10) form the basis of our proposed EM modelunder concurrent time-varying temperature
and current stress. In this section, we use these equations to evaluate EM reliability. Specifically, we compare the
reliability of constant temperature with that of fluctuating temperature, and we show the difference of lifetime
projection between our model and the traditional worst-case model.
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Fig. 6. Temperature and current waveforms analyzed in the paper: (a) in phase current/temperature, (b) out of phase current/temperature. [10]

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

10 15 20 25 30 35 40

Temperature Difference

R
e
li
a
b

il
it

y
 E

q
u

iv
a
le

n
t 

C
u

rr
e
n

t

In phase temperature/current

Out of phase temperature/current

(a)

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

10 15 20 25 30 35 40

Temperature Difference

T
em

p
er

at
u

re
 F

ac
to

r

Actual Max temperature

(b)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

10 15 20 25 30 35 40

Temperature Difference

M
T

F

In phase temperature/current
Out of phase temperature/current
Max temperature

(c)

Fig. 7. Comparison of electric current, temperature factor (β) and MTF for different peak to peak temperature cycles. All results are
normalized to the average current and/or temperature case. (a) Ratio of reliability equivalent current (our model) to average current. Both
cases of current variation (in and out of phase with temperature) are included. (b) Ratios of temperature factor (β) using average temperature,
max temperature, and our model. (c) Comparison of MTF for four different calculations: average temperature/average current, maximum
temperature/average current, our model for current in phase with temperature, and our model for current out of phase with temperature.[10]

For any two temporal temperature and current profiles we can easily compare the EM reliability, using our
model, by:

MTF1

MTF2
=

j2
equivalent2E(β(T2(t)))

j2
equivalent1E(β(T1(t)))

whereMTF1 is the time to failure under time-varying temperature profile T1(t) and electric current profilej1(t).
As shown in Figure 1, in real workload execution, temperature changes along with the changes in power

consumption (i.e. current). It is interesting to see how theinteractions between temperature and current profiles
affect the interconnect lifetime. The possible interactions between temperature and current form a spectrum, and
the plots in Figure 6 show the two extremes of this spectrum. In this figure, a simple assumption is made that
the current is proportional to the difference between the steady substrate temperature and the ambient temperature
(i.e., 40oC). The temperature difference between the substrate and theinterconnects is fixed to be21oC, which is a
reasonable assumption for high-layer interconnects [25].Using the data from Figure 1, the maximum temperature of
the substrate is assumed to be114oC (i.e., 135oC at the interconnects), and we change the minimum temperature to
obtain different temperature/current profiles. Using these profiles, we can compare the reliability equivalent current
with the average current, compare the temperature factor using our model with those of average and maximum
temperatures, and finally compare the MTFs in these cases (i.e., average current/average temperature, reliability
equivalent current/average temperature factor (β), and average current/maximum temperature).

Our results are reported in Figure 7, and we summarize our observations as follows:

• As the peak to peak temperature difference is small, both thereliability equivalent current and the temperature
factor predicted by our dynamic stress model are very close to those calculated from using average current
and average temperature. That is because the temperature factor function (β), although an exponential function
of temperature, can be well approximated by a linear function of temperature within a small temperature
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range. Thus, the MTF predicted by using average temperature/current provides a simple method for reliability
evaluation with high accuracy.

• As the temperature difference increases, we can no longer simply use average temperature/current for MTF
prediction. Both the reliability equivalent current and the temperature factor increase (degrading reliability)
quickly as the temperature difference increases.

• On the other hand, using maximum temperature always underestimates the lifetime, resulting in excessive design
margins.

• One interesting phenomenon arises in the case in which the current is out of phase with temperature variation.
Recall that the reliability equivalent current is actuallya temperature factor weighted average current, and high
temperature increases the weights for the accompanied current. Thus, the reliability equivalent current is reduced
compared to the case in which temperature/current are synchronized. This brings a non-intuitive effect on the
reliability projection—MTF even slightly increases as the temperature cycling magnitude increases.

In the above discussion, the duty cycle of the current waveform is fixed (i.e., 0.5). We also investigated the effects
of different duty cycles, but the data is not shown here due tospace limitations. In general, when the temperature
change is small (e.g., within10oC), using the average temperature to predict lifetime is still a good approximation
(less than 5% error) regardless of the duty cycle. While the temperature variation increases, the difference between
our model and using average temperature is largest at a duty cycle of about0.4. On the other hand, the smaller the
duty cycle, the larger the difference between our model and using maximum temperature. Thus, using maximum
temperature is reasonable only when the duty cycle is large (i.e., higher temperature dominates almost the entire
cycle).

V. ELECTROMIGRATION UNDER SPATIAL TEMPERATURE GRADIENTS

In addition to temporal temperature variations, large temperature differences across the chip are commonly seen
in modern VLSI design. Ajamiet al. [26] showed that non-uniform temperature has great impactson interconnect
performance. In this section, we will illustrate the importance of considering spatial temperature gradients for
interconnect reliability.

A. EM model with spatial thermal gradients

Due to the exponential dependence of diffusivity on temperature, EM in interconnects with spatial temperature
gradients has quite different characteristics than those with constant temperature. Guoet al. [27] reported that EM
in aluminum interconnect is strongly affected by the relative direction of electron wind and thermal gradients, while
Nguyenet al. [28] found that temperature gradients greatly enhance EM inaluminum interconnect. Following the
stress build-up model introduced in Section II, the atomic flux due to EM can be modeled byJ = β(T )

(

∂σ
∂x

− α(j)
)

,
and the stress build-up at a specific location is caused by thedivergence of atomic flux at that location, i.e.∂σ

∂t
= ∇J .

When the temperature is uniform across the interconnect, i.e. β(T ) is independent of location, Equation (4) is
obtained. When the temperature is not uniform, the followingequation is derived to describe the stress build-up
under thermal gradients:

∂σ

∂t
− β(T (x))

∂

∂x

(

∂σ

∂x
− α(j)

)

−
∂β(T (x))

∂x

[

∂σ

∂x
− α(j)

]

= 0 (11)

whereσ, β andα are defined in Section II. When compared with Equation (4), Equation (11) introduces a third term
∂β(T (x))

∂x

[

∂σ
∂x

− α(j)
]

, which captures the atomic flux divergence induced by spatial thermal gradients along the
interconnect. Though temperature gradient itself will cause migrations of atoms from high temperature to low
temperature, a phenomenon called thermomigration (TM), the atomic flux due to TM is generally believed to be
much smaller than that due to EM [28]. Therefore TM is not explicitly modeled in Equation (11). Jonggooket
al. [29] investigated EM in aluminum (Al) interconnects subject to spatial thermal gradients. They modeled EM
from a different approach but yielded an equation with a formsimilar to ours. Since dual-damascene Cu interconnects
have become the mainstream technology in modern VLSI designand have quite different EM characteristics from
Al [30], in the following, we focus on EM failure in copper interconnects.

Various experiments [7], [31] showed that, in copper interconnect, voids tend to nucleate at the cathode end (near
the via), and void growth is the dominant failure process because the critical mechanical stress for void nucleation
in copper is much smaller than that for aluminum. With spatial thermal gradients in the interconnect, it is possible
that the location of void nucleation is no longer at the cathode end. However, in this case, void growth tends to be
slower than that at the cathode, because there are atomic fluxes both going into and coming from the void in the
middle of the interconnect [31]. Bearing these observations in mind and assuming a void-growth dominated failure,
we choose a boundary condition for Equation (11) to model void growth at the cathode such that the mechanical

9



stress at the cathode end is zero (free stress at void) and theatomic flux at the other end is zero (complete blockage
for atomic flux), or:

σ(x = −l, t) = 0, J(x = 0, t) ⇒

[

∂σ

∂x
− α(j)

]∣

∣

∣

∣

x=0

= 0

wherex = −l is the cathode end. This boundary condition is consistent with that used by Clement [17] to model
void growth due to EM. The void size at timet can be approximated by [17]:

∆l ≈

∫ 0

−l

−σ(x, t)

B
dx

whereσ(x, t) is the mechanical stress (tensile stress) developed along the interconnect at timet andB is the elastic
modulus. Because we are unaware of any closed form solution for Equation (11) with the above boundary condition,
we use numerical solutions to analyze the impact of thermal gradients on electromigration.
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Fig. 8. Effects of non-uniform spatial temperature distribution on EM induced void growth. (a) Various temperature profiles along a 100µm

copper interconnect (left end is the cathode). (b) Void growth with different spatial temperature profiles.

The temperature spatial profile along an interconnect is thecombined effects of joule heating and substrate
temperature distributions. Figure 8 (a) plots several temperature profiles used in our study and their effects on EM
induced void growth. The length of the interconnect is 100µm, and electrons are assumed to flow from the left
end (cathode) to the right end of the interconnect. Though all temperature profiles have the same maximum and
minimum temperatures, their void growth differs greatly due to the different thermal gradients along the interconnect
(Figure 8 (b)), resulting quite different failure time. In order to investigate how thermal gradients affect EM induced
void growth, we also plot, in Figure 9, the mechanical stressbuild-up along the interconnect at different times, with
different thermal profiles. In spite of different temperature profiles on the interconnect, in the final EM process stage
(“t10” in Figure 9), a steady stress gradient is built up to counter-balance the driving force of electron wind, i.e.
∂σ
∂x

− α(j) = 0, resulting in voids with comparable saturation sizes (Figure 8 (b)).
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Fig. 9. Stress build-ups at different time points along the interconnect under spatial thermal gradients. (a) Low to high temperature profile.
(b) High to low temperature profile. (c) Parabolic temperature profile. Electrons flow from the left to the right, causing compressive stress
(negative in the figures) on the right side of the interconnect. The left end (cathode) is stress free to model the growth of a void. The time
points (“t2” through “t10”) are corresponding to the time points in the plots withthe same temperature profile in Figure 10.
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However, as shown in Figure 9, the kinetic aspects of stress build-up for different temperature profiles are quite
different, especially when the relative direction of electron flow and temperature gradients changes. For a “low
to high” temperature profile, the temperature increases linearly from the cathode end to the anode end (shown in
Figure 8 (a)). At the early EM stage, as indicated by “t2” and “t4” in Figure 9 (a), the stress gradient near the cathode
is negligible. Therefore the atomic flux at the cathode is only determined by the electron wind at the temperature
of that location, because the atomic flux is the sum of the fluxes induced by the stress gradient and the electron
wind (Equation (3)). Therefore, in this case, the void growth at the cathode is subject to almost the same kinetics
as those with a uniform temperature across the interconnect. Later on in the EM process, the effect of thermal
gradients begins to play its role. As shown by “t6” and “t8” inFigure 9 (a), tensile (positive) stress is built up from
the cathode end towards the other end, due to the increasing temperature from the cathode end. The stress gradient
created by this tensile stress distribution forms an atomicflux in the same direction as the electron wind. Thus,
void growth in the cathode end is enhanced later by the increasing temperature. On the contrary, Figure 9 (b) shows
quite different kinetics for EM process with “high to low” temperature profile, where the temperature is decreasing
linearly from the cathode end (shown in Figure 8 (a)). In the early stage, as in the case for a “low to high”profile,
void growth is similarly dominated by the temperature at thecathode end, as illustrated by the stress distributions
at “t2” and “t4” in Figure 9 (b). Subsequently, compressive (negative) stress is built up from the cathode towards
the anode, because of the decreasing temperature from the cathode, as shown by the stress distributions at “t6” and
“t8” in Figure 9 (b). The stress gradient due to the compressive stress distribution in this case creates an atomic
flux in the opposite direction of the electron wind, retarding the void growth at cathode. The stress distributions
induced by EM with a “parabolic” temperature spatial profileat different time points are drawn in Figure 9 (c).
The kinetics of stress build-up in this case are similar to those in a “low to high” temperature profile, because
both temperature profiles have similar temperature gradients near the cathode. On the other hand, in the late stage
of the EM process (as indicated by “t9” and “t10” in Figure 9),regardless of the temperature distribution across
the interconnect, significant stress gradient is formed in the opposite direction of atomic flux and slows down the
void growth, and finally the steady state of the EM process is reached (or void growth saturates). In summary, in
the early stage of the EM process, the void growth is largely dependent on the temperature at the cathode, while
later on, the void growth is enhanced or retarded depending on the temperature gradient near the cathode. Finally,
void growth is suppressed by the back-flow stress gradient just like in the case of the EM process with a uniform
temperature distribution.

B. Empirical bounds for void growth with non-uniform temperature distribution

In Section III, our analysis reveals that the EM process withtime-varying temperature variations can be
approximated by an EM process using a constant reliability equivalent temperatureTeq, as long asβ(Teq) =
E[β(T (t))]. However, in the case where there is a non-uniform temperature across the interconnect, we cannot find
a similar reliability equivalent temperature, due to the difference in the EM kinetics in the different stress build-up
stages as shown in Figure 9. Instead, we try to find two constant temperatures, such that the void growth due to EM
with non-uniform temperature can be bounded by the void growth with uniformly distributed temperature equal to
these two bounding temperatures respectively. The reason for our approach is as follows. Because Black’s equation
is only valid for a uniform temperature distribution, and many existing reliability analysis tools are based on Black’s
equation, by providing the bounding temperatures for interconnects subject to spatial thermal gradients, one can still
use these tools to evaluate the effects of non-uniform temperature distributions.

Following our previous discussion on Figure 9, one can expect that the cathode temperature can serve as the
lower/upper bound temperature for void growth with increasing/decreasing temperature towards the anode end.
On the other hand, the void size is proportional to the amountof atoms moved from the cathode end and the void
growth rate is determined by the atomic flux at the cathode. Wewould like to find the other bounding temperature by
bounding the atomic flux at the cathode. Consider an interconnect of lengthl subject to a certain spatial temperature
profile T (x), with both ends at zero stressσ(0, t) = σ(l, t) = 0. In the steady state, there is a uniform atomic flux
flowing through the interconnect, expressed as (see Appendix):

Jsteady = −

l
∫

0

α(T (x))dx

l
∫

0

1
β(T (x))dx

By examining the steady-state stress distribution along the interconnect in the above case, it can be further verified
that when the temperature is increasing from the cathode, tensile stress is built up from the cathode, and the atomic
flux at the cathode is enhanced by the stress gradients, a situation similar to “t6” and “t8” in Figure 9 (a). When
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Fig. 10. Void growth with non-uniform temperature distribution is bounded by those with a uniformly distributed temperature. (a) Low to
high temperature profile. (b) High to low temperature profile. (c) Parabolic temperature profile. (d) V shape temperature profile. (e) Inverse
V shape temperature profile.

the temperature is decreasing from the cathode end, atomic flux at the cathode is retarded by the stress gradient,
similar to “t6” and “t8” in Figure 9 (b). Therefore we proposeto useJsteady to bound the atomic flux at the cathode
of the interconnect subject to a non-uniform temperature distribution. However, the stress at the anode is not free
(Figure 9), which does not satisfy the boundary condition for Jsteady. We instead propose to use half length (the
half from the cathode) of the interconnect to calculateJsteady, as Figure 9 shows that the stress at the middle
of the interconnect is close to zero most of the time during the EM process. Finally the bounding temperature is
determined in such a way that the atomic flux due to electron wind at this temperature is equal to the calculated
Jsteady.

Temperature gradient at cathode Lower Bound Upper Bound

Increasing temperature in the current direction Tlb = Tcathode β (Tub) (α(Tub)) =

−

l
2

R

−l

α(T (x))dx

−

l
2

R

−l

1
β(T (x))

dx

Decreasing temperature in the current directionβ (Tlb) (α(Tlb)) =

−

l
2

R

−l

α(T (x))dx

−

l
2

R

−l

1
β(T (x))

dx

Tub = Tcathode

TABLE I

PROPOSED BOUNDING TEMPERATURES FOR VOID GROWTH IN AN INTERCONNECT WITH LENGTH l SUBJECT TO A NON-UNIFORM

TEMPERATURE DISTRIBUTION. Tlb IS THE LOWER BOUND. Tub IS THE UPPER BOUND. T (x) IS THE TEMPERATURE PROFILE. x = −l AND

x = 0 ARE THE LOCATIONS OF THE CATHODE AND THE ANODE, RESPECTIVELY(AS SHOWN IN FIGURE 8).

We would like to point out that since void growth at the cathode is only dependent on the atomic flux nearby,
the temperature gradient near the cathode plays the major role in determining (enhancing or retarding) the void
growth, while the temperature distribution far away from the cathode is not as important. This observation is
verified by testing with various temperature profiles. (Due to space limitations, we cannot show them all here.)
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Therefore, in the above discussion, we focus on the temperature gradient near the cathode without assuming
any specific temperature distribution along the second halfof the interconnect. Table I numerates the proposed
formulas to calculate bounding temperatures for void growth with non-uniform temperature distributions, and only
the temperature gradient near the cathode is used to choose the appropriate bounding formula. The void growth
with different temperature profiles as well as those with uniform temperatures are compared in Figure 10. In these
plots, the void growth with interconnect thermal gradientsis closely bounded by the void growths with the proposed
uniform bounding temperatures. Blindly using the average temperature to evaluate the EM lifetime will either
overestimate (e.g. Figure 10 (a)) or underestimate (e.g. Figure 10 (b)) the void growth, let alone using the maximum
temperature. Wachniket al. [32] demonstrated that it is possible to construct an electromigration resistant power
grid by using shorter interconnect segments because of the Blech effect [30]. This finding seems to imply that, under
normal operating conditions, the critical void size causing EM failure should be at a similar order of magnitude as
that of the saturation void size (e.g., as the case shown in Figure 8). Therefore, for increasing/decreasing temperature
at the cathode, the upper/lower bound temperature could serve as a good estimation of the interconnect lifetime
with a non-uniform temperature distribution.

Joule heating in an interconnect usually results in a symmetric temperature distribution with the maximum
temperature in the middle, due to the much lower thermal resistance of the vias on both ends. Therefore, the
symmetric temperature distributions along the interconnect are of more practical interest. The“parabolic” and “inverse
V shape” temperature profiles shown in Figure 8 (a) are used toapproximate this kind of temperature distributions.
Interestingly, for these temperature distributions, as indicated by Figure 10 (c) and (e), even the upper bound
temperature for void growth is lower than the average temperature. In the EM measurements of copper interconnects
performed by Meyeret al [33], they considered the non-uniform temperature distribution due to self-heating, and tried
to fit their measurements with Black’s equation by using different temperatures (e.g. maximum, average, weighted
average, via (minimum) temperature). They reported that the best fit temperature is strongly weighted to the via
temperature. Their findings agree with our analysis presented here.

C. Effects of combined temporal and spatial temperature gradients

So far we have discussed the interconnect lifetime prediction under temporal and spatial temperature distributions
separately. In practice, due to circuit activity variations, one might expect the spatial temperature distribution over
an interconnect would change over time. The electromigration diffusion equation (Equation (2) or Equation (11))
can be extended to capture this situation by assuming that temperatureT is a function of both time and interconnect
location. However, we cannot obtain a closed form analytic solution in this highly complex scenario. Instead, we
propose to combine the results we have found so far in the cases of temporal gradients only and spatial gradients
only to estimate the interconnect lifetime subject to both temporal and spatial temperature gradients.
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Fig. 11. Void growth subject to both temporal and spatial thermal gradients can be bounded by that using uniform temperature and current.

At time t, the temperature profile across an interconnect is denoted by T (t, x), and the current density isj(t).
Using the formulas in Table I, we can find the bounding temperature att, denoted byTb(t). Applying Equations
(9) and (10) for the case of temporal temperature gradients to Tb(t) andj(t), we could find an equivalent uniform
temperature and current to approximate the void growth subject to both temporal and spatial temperature gradients.
Figure 11 shows one example. In this example, the interconnect Cu line is subject to two “parabolic” temperature
profiles, with each one for half the time (i.e., 50% duty cycle), denoted by “phase 1” and “phase 2” in the figure.
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We solve Equation (11) numerically with temperature being afunction of both time and space, and we plot the void
growth. This figure indicates that the void growth subject tothe time varying temperature profile can be bounded by
that using time invariant uniform temperature and current,as calculated according to the procedures proposed here.
As a comparison, we also plot the void growth at the bound temperature of each temperature profile alone. If the
critical void size is close to the saturation void size, as shown in the figure, one can use the calculated equivalent
temperature and current to estimate the interconnect lifetime subject to both temporal and spatial thermal gradients,
using Black’s equation (Equation (1)). We have also testes this for other temperature profiles and duty factors, and
the results are similar but are not presented here due to space limitations.

VI. D ESIGN TIME OPTIMIZATION CONSIDERING RUNTIME STRESS VARIATIONS

In the traditional IC design flow, static and dynamic analyses are performed for the initial design to determine
current loading information. Then this information is combined with the worst-case temperature to find those design
points violating the reliability specification [34]. However, as we have shown above, using worst-case temperature is
too conservative and could result in excessive design margins. Here we propose a design flow incorporating runtime
stress information as shown Figure 12. In this design flow, the actual or projected current and temperature loads are
fed into an accurate reliability model, such as the one proposed in this paper. We expect that the reliability projection
from these models will generally enable more relaxed designconstraints and provide a wider design space.

Design Space

Exploration


Verification

(Simulation)


Accurate Reliability

Model
 Runtime Stress


(temperature/current/voltage)

Reliability

Estimation


Fig. 12. A proposed design flow incorporating runtime stress information. [10]

For instance, when temperature fluctuates within a relatively small range (e.g.,10oC), our model predicts that
using average temperature is good enough for reliability evaluation. Therefore, we could potentially reduce the
number of design points falsely flagged for design rule violations when using the worst-case temperature. One
example is illustrated in Figure 13 using data from a power grid design [35]. In this example, the worst-case
temperature of a design is135oC, and Wanget al. [35] showed that there were a total of 372 wires violating
the reliability requirement by using that worst-case temperature. However, if runtime stress information is available
at design time, we can move some wires that are outside the specified reliability threshold (10 years of MTF
at 135oC in this example) into the reliable bins by re-calculating the lifetime distribution using our dynamic
reliability model. Equivalently, we can shift the reliability threshold towards fewer years on the original wire lifetime
distribution diagram. Using the results in Figure 7(c), we can estimate the benefits obtained, in terms of design margin
reclamation, by considering runtime temperature fluctuations. These results are shown in Figure 13(b).

This example only illustrates some potential advantages indesign optimization offered by our dynamic reliability
model. As part of future work, we will integrate our model into existing reliability-aware design flows, such as the
power grid optimization method proposed by Wanget al. [35].

VII. RUNTIME RELIABILITY -AWARE THERMAL MANAGEMENT

Recently, many DTM techniques [4], [12], [13] have been proposed to ensure that a chip will never operate above
some temperature threshold. However, these techniques do not explicitly study the effects of transient behaviors on
system reliability, and instead implement a temperature upper-bound at the expense of degraded performance. By
modeling lifetime as a resource to be consumed over time, we can manipulate chip lifetime directly at runtime.

High temperature limits the circuit performance directly by increasing interconnect resistance and reducing carrier
mobility. However, it has been shown that ( [4]) using DTM to compensate the temperature dependency of clock
frequency induces very mild performance penalty. On the other hand, Banerjeeet al. [1] showed that temperature
induced reliability issue tends to limit the circuit performance in future technology generations. In the following
discussion, we assume that the temperature threshold is setsolely for reliability specification, and circuits can operate
correctly above this threshold whenever allowed. Althoughextreme high temperature may cause immediate thermal
damage for IC circuits, we study a range of operating temperatures only with long-term reliability impacts (i.e.
temperature induced aging). High temperatures causing immediate or unrecoverable damage are assumed to be far
above the range of normal operating temperatures studied here (e.g. the temperature used in accelerated EM test
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Fig. 13. (a) Distribution of wires violating the MTF specification using maximumtemperature (data extracted from [35]) with a total of 372
wires. (b) Reduction of the number of wires violating the MTF specification under different temperature variations (maximum temperature:
135oC). [10]

is usually around2000C [32]). A monitoring and feedback mechanism is implemented at runtime to ensure that
circuits operate well below such temperatures.

A. Lifetime banking opportunities

Due to activity variations, the power consumptions of on-chip components (i.e. caches, FP/INT units, branch
predictor, etc.) are not constant. Therefore, there existsnot only chip-wise spatial temperature gradients but also
temporal temperature gradients for each component.
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Fig. 14. Temporal temperature variation. (a) Single program workload. (b) Two-program workload with context switching. [14]

Figure 14 depicts the temperature profiles for two differentworkloads that are commonly seen in general purpose
computing. Figure 14(a) represents a single program workload and Figure 14(b) represents a multi-program workload
with context switching. In the single program workload, temperature changes over time due to the phased behavior
in the executed program. In the multi-program workload, besides the execution variations within each program, inter-
program thermal differences also affect the overall thermal behavior of the workload. For example, in Figure 14(b),
the workload is composed of one cold program (applu) and one hot program (gcc). Thus the temperature fluctuation in
Figure 14(b) is quite different with various context switching intervals. Though there are different thermal behaviors
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for different workloads, one can still find some common characteristics as compared with server workloads, which
we will discuss in Section VII-D. In Figure 14, temperature variations occur in a manner with small granularity
in both magnitude and time interval. More formally, the temperature profile can be decomposed into a constant
temperature component (average temperature) and a high frequency component. The analysis in Section IV reveals
that the constant temperature component in the temperatureprofile is approximately equal to the reliability equivalent
temperature, as shown in Figure 14(a). It is the high frequency component that provides opportunities for lifetime
banking. When the actual temperature is under the reliability equivalent temperature, the lifetime is consumed with
a slower speed, which allows subsequent execution above thereliability equivalent temperature.

B. Dynamic Reliability Management Based on Lifetime Banking

In Section III, we derived the lifetime model for electromigration subject to dynamic stresses (Equation (9) and
(10)). Considering void growth limited failures such as those in dual-damascene Cu interconnects [30], let current
exponentn = 1, we can rewrite MTF by combining Equation (9) and (10) as:

Tf ∝
1

E

[

j(t)

(

exp( −Q

kT (t)
)

kT (t)

)]

Or equivalently, by eliminating the expected-value function, one can express the MTF in an integral form:

∫ Tf

0

j(t)

(

exp( −Q
kT (t) )

kT (t)

)

dt = D (12)

whereD is a constant determined by the structure of the interconnect. Equation (12) models interconnect time to fail-

ure (i.e., interconnect lifetime) as a resource consumed bythe system over time. Functionr(t) =

[

j(t)

(

exp( −Q

kT (t)
)

kT (t)

)]

can be regarded as the consumption rate. In DSM copper technology, void growth failure (e.g. at vias) is the major
EM induced failure mechanism [36], andr(t) can be regarded as the void growth rate (i.e. the atom drift rate at the
cathode) in this case. Equation (12) provides a model to capture the effect of transient behaviors on system lifetime.
One interesting case is whenj(t) = 0, which occurs when the system is inactive as commonly seen insystems
with non-server, user-driven workloads. When this happens,the atomic flux becomes zero while the effect of the
back-flow diffusion near the cathode created by the EM atomicflux in active periods is worth careful examination.
If the inactivity happens in the early stage of the void growth, the back-flow diffusion is negligible and the void
simply stops growth during the power-down periods. If the back-flow diffusion is comparable to the normal EM
atomic flux, which happens at a very long time after EM begins (e.g. at the order of several years). This back-flow
diffusion tends to reduce the void size at the inactivity periods by refilling the void with atoms. However, in order
to have significant impact on the void size already formed, this healing process has to last for a duration comparable
to the time it took to grow to the current void size, e.g. several years. The inactivity period in normal usage is
usually much less than this time scale. Therefore, the void size is essentially unaffected in inactivity. Our simulations
confirm this observation and more detailed discussion on this aspect is out of the scope in this paper. In summary,
the void size remains unchanged during the inactive period if the inactive period is much less than the total active
time. Equation (12) accurately models this phenomenon by specifying r(t) = 0 during the inactive periods.

Ideally, we would like to monitor the temperature and current for each individual interconnect to build an exact
full chip reliability model. In practice, only a limited number of temperature sensors are available on die, and a
detailed and complex full chip reliability model is not suitable for runtime management due to the computation
overhead. In this study, we use the maximum temperature measured across the chip at runtime, together with the
worst-case current density specified at design time, to calculate the dynamic consumption rate. This is a conservative
but safe approach. Thus, the results obtained in this study provide a lower bound for the potential benefits delivered
by the proposed DRM method. Further refinement of the full chip reliability model will be part of future work.
When DVS is applied, the worst-case current density in the IC interconnects should be scaled according to the
voltage/frequency setting used. The relationship betweencurrent density, supply voltage and clock frequency can
be modeled by transferred charges per clock cycle [37]:j ∝ CV

T
= CV f , whereC is the effective capacitance.

When a chip is designed, usually an expected lifetime (e.g., 10 years) is specified under some operating conditions
(e.g., temperature, current density, etc.). We usernominal to denote the lifetime consumption rate under the nominal
conditions (e.g. reliability constrained temperature threshold). During runtime, we monitor the actual operating
conditions regularly, calculate the actual lifetime consumption rater(t) at that time instance, and compare the
actual rate with the nominal raternominal by calculating

∫

(rnominal − r(t))dt, which we call the “lifetime banking
deposit”. Whenr(t) < rnominal, the chip is consuming its lifetime slower than the nominal rate. Thus, the chip’s
lifetime deposit is increased. Whenr(t) > rnominal, the chip is consuming its lifetime faster than the nominal,and
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the lifetime banking deposit will be reduced. According to Equation (12), as long as the lifetime deposit is positive,
the expected lifetime will not be shorter than that under thenominal consumption raternominal. Figure 15 illustrates
this SDRM technique. For example, in the interval[t0, t1], the reliability of the chip is banked, while in[t1, t2],
the banking deposit is consumed. At time instancet2, the banking deposit becomes less than some threshold, and a
cooling mechanism has to be engaged to quickly pull down the lifetime consumption rate to the nominal rate, just
as is done in conventional DTM techniques. In other words, our S DRM technique adopts DTM as a bottom-line
guarding mechanism.

t0 t1 t2

Actual consumption rate r(t)

Nominal consumption rate rnominal

A

B

 

 
t

Fig. 15. Simple dynamic reliability management (SDRM). [14]

Therefore, the difference between conventional DTM and ourS DRM lies in the case where the chip’s instan-
taneous consumption rate is larger than its nominal rate. InDTM, the lifetime consumption rate is never allowed to
be larger than the nominal. In SDRM, before we engage thermal management mechanisms we firstcheck to see if
the chip currently has a positive lifetime balance. If enough lifetime has been banked, the system can afford to run
with a lifetime consumption rate larger than the nominal rate. Otherwise, we apply some DTM mechanism to lower
the consumption rate, thus preventing a negative lifetime balance. In this study, we use dynamic voltage/frequency
scaling as the major DTM mechanism. Since SDRM only needs to monitor the actual lifetime consumption rate
and to update the lifetime banking deposit, the computationoverhead is negligible compared to that of DTM.

C. Experiments and analysis for general-purpose computing workloads

1) Experimental set-up:We run a set of programs from the Spec2000 benchmark suite on aprocessor
simulator (SimpleScalar [38]) with the characteristics similar to a 0.13µm Alpha 21364. We simulate each program
for a length of 5 billion instructions, and obtain both dynamic and static (leakage) power traces, which are fed as
inputs to a chip-level compact thermal modelHotspot[4] for trace-driven simulation. In our trace-driven simulations,
we include the idle penalty due to frequency/voltage switching, which is about 10us in many real systems [4].
Furthermore, since leakage power is strongly dependent on temperature, we scale the leakage power trace input
dynamically according to the actual temperature obtained during runtime, using a voltage/temperature-aware leakage
model [39]. Since theHotspotmodel is highly parameterized, one can easily run experiments on a simulated processor
with different thermal package settings. In order to obtainmeaningful results, one should carefully choose the initial
temperature setting for theHotspotmodel. For each new thermal package setting, we obtain its initial temperatures
by repeating the trace-driven simulations until the steadytemperatures of the chip are converged, as suggested in [4].

We implement both DTM and SDRM in the Hotspotmodel and set 110◦C as the temperature threshold for
both runtime management techniques. Both schemes use a feedback controlled dynamic voltage/frequency scaling
mechanism to guard the program execution. For example, in DTM, when the actual temperature is above a certain
temperature threshold, a controller is used to scale down the frequency/voltage, ensuring the program will never run
at a temperature higher than 110◦C. Our SDRM scheme uses 110◦C as the nominal temperature for the lifetime
consumption rate. If the program never runs at a temperatureless than that of the nominal (i.e., without banking
opportunity), our SDRM scheme will perform the same as thermal threshold-basedDTM as the DTM policy is
always engaged. On the other hand, if the program never exceeds the nominal temperature with full CPU speed,
neither mechanism is engaged. Finally, we record the simulated execution times for fixed length power traces as the
system performances under the two runtime management techniques, and use “performance slow-down” , defined
as

(simulated time w/ runtime management− simulated time w/o runtime management)
simulated time w/o runtime management

as the metric to compare both techniques.
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2) Single-program workload:Figure 16 plots the dynamic process for both conventional DTM and the
proposed SDRM techniques for benchmarkgcc. The feedback controller in DTM effectively clamps the temperature
within the target temperature (110oC) by oscillating the clock frequency between1.0 and0.9, resulting in a reliability
equivalent temperature less than that, and causing unnecessarily frequent clock throttling (Figure 16 (a)). On the
other hand, our SDRM technique can exploit reliability banking opportunities during the cool phase, and delay the
engagement of throttling, while maintaining the specified reliability budget, as proved by the reliability equivalent
temperature shown in Figure 16 (b).

Figure 17 shows the performance penalty for both DTM and SDRM with the same thermal configuration. Only
those benchmarks subject to performance penalties due to runtime management are shown here. As clearly indicated
in the figure, performance penalty with the SDRM scheme is always less than that with DTM scheme, when the
thermal configuration is the same. On average, the SDRM technique reduces the performance penalty by about40%
of that due to DTM (from7% to 4%). Also shown in the figure is the performance of DTM with a moreexpensive
thermal package whose convection thermal resistance is only one third of the other’s. As one can expect, a more
expensive thermal package can reduce the performance penalty. Figure 17 shows that, on average, SDRM with a
higher thermal resistance can achieve a performance very close to that of DTM with a lower thermal resistance.
These results imply that, if the tolerable performance lostis fixed, the application of SDRM allows the usage of a
much cheaper thermal package than that required by the conventional DTM technique.
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Fig. 16. Temperature and clock frequency profiles in different thermal management techniques for benchmarkgcc. (a) Conventional DTM
(threshold temperature =110oC). (b) Reliability banking based DRM (reliability target temperature =110oC).
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Fig. 17. Performance comparison of DTM and the proposed SDRM. The results for SDRM are based on high convection thermal resistance
configuration. The results for DTM include two different thermal configurations. [14]

In addition, using the SDRM technique, one can explicitly trade-off reliability with performance by targeting
different lifetime budgets. That is one can increase the nominal lifetime consumption rate when lifetime target
is allowed to be reduced. Figure 18 plots the performance of SDRM averaging over all benchmarks at different
lifetime budgets, with shorter expected lifetimes enabling faster execution. However, reducing lifetime by 10% only
increases the performance by about 1%.

When compared with the conventional thermal threshold-based DTM, a distinct feature of SDRM is its ability
to “remember” the effects of previous behaviors. If the lifetime balance is high due to previous deposits, SDRM

18



0
0.005
0.01

0.015
0.02

0.025
0.03

0.035
0.04

0.045

Life
tim

e_
1.0

Life
tim

e_
0.95

Life
tim

e_
0.90

A
ve

ra
g

e 
p

er
fo

rm
an

ce
 s

lo
w

-d
o

w
n

Fig. 18. SDRM performance at different targeted lifetimes. [14]

will be more tolerant of higher operating temperatures for longer time intervals, thus reducing the performance
penalties due to conventional DTM slow-down mechanisms. Insummary, the advantage of SDRM over DTM is
largely dependent on the inherent variations in the temperature profile of the workload.

3) Multi-program workload: Another interesting program execution scenario is a workload of multiple
programs with context-switching between them. When a hot benchmark and a cold benchmark are executed together,
the average operating temperature should be between the individual benchmarks’ operating temperatures. For
example,gcc’s own operating temperature is around 115oC and applu’s is around 70oC. Figure 14(b) plots the
temperature profile of a hybrid workload composed ofgcc andapplu, with different context-switch time intervals.
Note that, in our simulation, the multi-program workload isconstructed using the power trace of the individual
program, and the overhead of context-switching is not modeled and simulated. Since we are only interested in
the relative performance of different runtime management technique, such simplification should not affect the final
conclusions.
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Fig. 19. Average performance comparison of DTM and DRM on a multi-program workload with different context-switch intervals ((a)
50µs, (b) 5ms, and (c) 25ms). [14]

As one expects, the smaller the context-switch interval, the less temperature fluctuation, with the thermal package
of the chip working as if a low-pass filter. When the context-switch interval is increased, individual benchmarks
can show their hot/cold properties, and the temperature variation in the workload becomes obvious. In order to
investigate how multi-program workloads affect the performance of DTM and DRM, we reduced the temperature
threshold of the targeted lifetime from110◦C to 90◦C. Figure 19 shows the performance penalties of DTM and
S DRM for this multi-program workload with different context-switch intervals. We observe a similar trend shown
in the single-program workload. SDRM outperforms DTM with the same thermal package configurations. As the
context-switch interval increases, the performance of SDRM becomes closer to that of DTM with a much smaller
convection thermal resistance (three-fold smaller).

D. Dynamic Reliability Management for Server Workloads

We have investigated the application of banking based DRM inworkloads for general-purpose computing. As we
will see, the disadvantages of this technique become more obvious in server systems such as web servers, in which
hot phases usually imply an increased number of service requests while the engagement of active cooling mechanisms
then exacerbate the QoS provided by the server. In the following, we first discuss some distinct characteristics of
server workloads in terms of both thermal behaviors and performance requirements. We then propose a profile-based
dynamic reliability management (PDRM) technique that can extract more benefits from lifetime banking for those
server workloads.
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1) Characteristics of server workloads:In general-purpose computing, the temperature variationsof work-
loads are largely due to the inherent phased behaviors (i.e.phased activities or context-switches). These variations
usually occur in a very small-scale time interval, which is comparable to the thermal constant of chip thermal package.
Server workloads, in contrast, are dependent on user requests, which vary with a much larger time scale with tens
of hours [40], [41]. There are several distinct characteristics in the server workloads like those presented in [40],
[41]. First, there is clearly a cool phase (lower request rate) and a hot phase (higher request rate) in the workload
distribution. For example, in a workload trace for the 1998 Winter Olympic Games, the request rate increases from
around 50 (req./s) in the cool phase to above 400 (req./s) in the hot phase, an eight-fold difference. Second, as a
consequence of the workload and associated processor utilization variation, the power consumption of the processor
varies greatly (a two-fold difference in the Olympic Games servers), which implies a large variation in temperature.
Third, each phase sustains for a very long time interval. Thus, each phase reaches its steady-state temperature and
stays at that temperature for most time of the phase interval. This is quite different from general-purpose computing,
where the interval for each thermal phase is very short and the steady-state temperature is seldom reached before the
next phase arrives. These distinct thermal characteristics make our lifetime-banking-based reliability management
promising for server workloads.

In the hot phase, conventional thermal threshold-based DTMclamps the maximum temperature to a predefined
threshold by slowing down the processor, thus possibly exacerbating the situation. In contrast, banking-based runtime
management can exploit the banking effects of the long cool phase and delay or reduce the performance loss due
to engagement of a cooling mechanism. From an average user’spoint of view, the QoS provided by the server is
largely dependent on its performance in the hot phase, as most requests are made during that time. Therefore, in
our study,we use the performance of the hot phase as our performance metric for comparison.

2) Dynamic reliability management for server workloads:In order to evaluate our runtime management
technique on server workloads, we construct a hybrid workload in a way similar to that of the multi-program
workload, but with a much longer context-switch interval. This synthetic workload is composed of a cool phase and
a hot phase, running Spec2000 benchmarksapplu andgcc respectively. Figure 20 shows the temperature profile of
the synthetic workload we use to mimic the thermal behavior of server workloads. From various experiments, we
find that the thermal time constants of our simulated system are in the range of tens of milliseconds. Therefore, by
simulating workloads in a time scale of several seconds, we can ensure that the portion of time in the profile spent
on the transient behaviors from one phase to another is minimized, just like one may see in a temperature profile
for server workloads. Although the total simulated time is short (i.e., about one second) compared to a real server
workload, Figure 20 indicates that the time interval for each phase is long enough to reach the steady-state operating
temperature of the individual program. The temperature variations within each program also mimic the workload
variations in both the cool and hot phases of a real server workload. Therefore, the time units shown in Figure 20
could be interpreted as scaled down from a much longer time interval (e.g. several hours). One disadvantage of our
synthetic workload is that power peaks due to individual requests in the cool phase are not modeled. However, the
effect of those intermittent power peaks on reliability banking is not significant, because of the filtering effect of
the thermal package on temperature.

In our synthetic workloads, the cool phase is followed by thehot phase, and lifetime will be banked first and
then withdrawn. In other workloads where the hot phase is followed by the cool phase, DTM can be applied in
the hot phase if there is no previous lifetime banking, and lifetime will be banked in the following cool phase and
prepared for withdrawal in the future hot phase. Thus, our lifetime banking based approach is effective in spite of
the detail of workloads (i.e. the order of cool and hot phases). We define theduty cycleof the cool phase as the
portion of time the cool phase occupies in the whole length ofsimulation. For example, in Figure 20, the duty cycle
of the cool phase is equal to 0.5. In our experiments, we also construct workloads with different duty cycles of
the cool phase (e.g., 0.6 and 0.75), and in all of these workloads, individual programs reach their own steady-state
temperatures.

The application of the SDRM technique to server workloads is straightforward, justlike in the context-switched
multi-program workload studied previously. However, our simulation results reveal that SDRM is not the best choice
for server workloads. In the workloads of general-purpose computing, since each phase is very short, the lifetime
balance deposited in the previous cool phases can support the subsequent over-consumption of lifetime for an interval
comparable to that of the hot phase. SDRM can minimize the impacts on the phase within these workloads. However,
in the server workloads, the interval of the hot phase is muchlonger, and temperature rises steadily towards the
hot phase steady-state temperature. At the same time, due tothe exponential dependence of lifetime consumption
rate on temperature, the lifetime balance is consumed more and more rapidly, despite a previous long cool phase.
Figure 21 demonstrates such a process in the time interval[0.6s, 0.68s]. After 0.68s, the lifetime balance becomes
zero. S DRM performs during the rest of the hot phase just as it behaves in the single program workload. Therefore,
only a small portion of the execution in the hot phase benefitsfrom the lifetime banking by the cool phase.
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Fig. 20. A constructed workload used to mimic the thermal behavior of server workloads. [14]
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Fig. 21. SDRM (simple dynamic reliability management) on the synthetic workload shownin Figure 20.

Due to the above reason, one should find a more strategic way tospend the lifetime balance in order to maximize
the performance in the hot phase. Since in steady state, temperature can be modeled as a function of the operating
frequency, one can find the relationship between lifetime consumption rate and operating frequency. Letf(t) denotes
the operating frequency curve in the hot phase, andr(f(t)) be the corresponding lifetime consumption rate. The
problem to find the maximum performance operating scheduling while satisfying the reliability constraint can be
formulated as a constrained optimization problem as follows.

Max(E[f(t)]), subject toE[r(f(t)] = R, t ∈ hot phase

whereE[ ] is the expected-value function, andR is a constant in the hot phase that is determined by the lifetime
balance deposited during the cool phase as well as the nominal lifetime consumption rate. We assume that, in the
hot phase, system performance is proportional to the clock speed.
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Figure 22 plots clock frequency as a function of the lifetimeconsumption rate. It is obvious that the relationship
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between clock speed and lifetime consumption rate forms a convex curve. According to Jensen’s inequality, it follows
that (as shown in Figure 22)f(E[r(t)]) ≥ E[f(r(t))], which implies that, in order to obtain the best performance,
one should operate with a constant consumption rate. In other words, one should distribute the lifetime balance
evenly across the hot phase. In order to calculate the desired consumption rate in the hot phase, one has to know the
duration of the hot phase. Currently we assume that this information can be obtained through profiling technique
thanks to the high regularity of the workload distribution for servers.

With the optimal operating condition in mind, we introduce our (P DRM, profile-based dynamic reliability
management) technique, which is a natural extension of our SDRM with the awareness of the optimal operating
points in the hot phase. When the server is running in the cool phase, PDRM works the same way as SDRM
with lifetime balance banked. When the server enters the hot phase, PDRM calculates a new nominal lifetime
consumption rate based on the lifetime balance and the duration of the hot phase (obtained through profiling). Then
P DRM acts just like SDRM, with the new calculated nominal consumption rate, which can further exploit some
banking opportunities due to temperature variations within the hot phase.

The profiling only provides aprediction that allows the CPU to jump to the best operating point duringa
hot phase. In some cases we might not be able to obtain accurate workload profiles. However, with our PDRM
technique, the inaccuracy of workload profiles only affectsthe the performance optimality, and does not result in
violations to the lifetime budget. That is because our technique always tracks the actual reliability consumption rate
and compares it with the nominal lifetime consumption.
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Fig. 23. Performance comparison of different runtime managementtechniques on the synthetic workload shown in Figure 20 with different
duty cycles of the cool phase: (a) 0.5, (b) 0.6 and (c) 0.75. [14]

3) Simulation results for server workloads:We simulate the synthetic workload shown in Figure 20, which
mimics the thermal behaviors of the real server workload, with different runtime management techniques. We
change the program switching time so that we can test on 3 workloads with different duty cycles of the cool phase.
We compare the performance slow-down in the hot phase and theresults are presented in Figure 23. Both DRM
techniques outperform DTM, and PDRM performs the best. The performance of SDRM is slightly better than that
of DTM and much worse than PDRM due to the reasons discussed in above. On the other hand, PDRM can fully
exploit the banking benefits of the cool phase. For example, when the cool phase occupies 60% of the total time
(i.e. as indicated by (b) in Figure 23), PDRM can reduce the performance penalty from 16%(DTM) to only6% (or
equivalently, the execution speed of the hot phase is increased by PDRM by about 9.5% over DTM). Interestingly,
for the case when the cool phase occupies 75% of the total time(i.e., (c) in Figure 23), no performance slow-down
is incurred for both DRM techniques, because the reliability equivalent temperature for that workload is less than
the reliability nominal temperature. Thus, in that case, the lifetime balance banked in the cool phase is enough to
support the full speed execution in the hot phase, while DTM clamps the hot phase temperature to the reliability
temperature, resulting in about a 13% performance penalty in the hot phase.

4) An analytical model for PDRM for server workloads:In order to fully understand the potential benefits
of p DRM on server workloads, we present a first order analytical model, providing some insights of our proposed
runtime techniques. In this model, we approximate server workloads using square waveforms as shown in Figure 24.
The solid blue line represents the temperature/performance profile with DTM. The temperature profile with PDRM
in the cool phase overlaps with that of DTM. And PDRM allows operating points above the reliability temperature
in the hot phase, as presented by the dotted green line in the figure. We want to find out what is the allowable
performance difference between the dotted green line and the solid blue line (i.e., the performance gain of PDRM
over DTM), subject to a fixed lifetime budget. Here we make an assumption that the processor can operate at a
clock frequency higher than that clamped by the thermal threshold. There are two aspects to this. First, temperature
excursions will require a reduction in frequency, thus reducing performance somewhat, but should still outperform
a strict, temperature-limited form of DTM because the temperature dependence of frequency is mild [4]. Second,
many ICs are actually under-clocked due to thermal limitations. In both cases, there exist possibilities that we can
over-drive the processor in the hot phase to meet the QoS requirements without sacrificing reliability lifetime.
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Fig. 24. Modeling thermal behaviors of server workloads using square waveforms. [14]

As one can see from Figure 24, two factors might affect the potential performance boost by PDRM over
DTM: 1. the difference between the steady-state temperatures in both the hot phase and the cool phase, and 2. the
duty cycle of the cool phase. We set the reliability temperature Tn = 105oC, associated with the clock frequency
fn = 3.0GHz. This setting means that in the hot phase, the maximum performance achieved by DTM is to operate
at 3.0GHz. If we can assume that the dynamic power consumption of the processor is proportional to the cubic
of clock frequency, the steady state temperature can be denoted by T (f) = Kff3 + T0, whereKf is a constant
andT0 represents the ambient temperature of the thermal package.Accounting for the contribution of static power
consumption to temperature, we set a higher ambient temperatureT0 = 55oC, and obtainKf = 1.85K/GHz3. Let
∆T denote the temperature difference between the hot phase andthe cool phase,f2 the allowable operating clock
frequency in the hot phase by PDRM, andα the duty cycle of the cool phase. The following equation should be
satisfied to retain the same lifetime budget with PDRM:

[rn(Tn) − r1(Tn − ∆T )]α = [r2(f2, T (f2)) − rn(Tn)](1 − α) (13)

where rn is the nominal reliability consumption rate at temperatureTn, r1 is the consumption rate in the cool
phase, andr2 is the consumption rate in the hot phase with clock frequencyf2 and temperatureT (f2). The left
hand side of the above equation represents the reliability balance banked during the cool phase and the right hand
side represents the banking deposits to be consumed in the hot phase. Although the temperature dependence of static
power is not taken into account in this model, we feel that it captures the key relationships between performance,
operating temperature and reliability consumption rate, and is thus sufficient for our purposes.
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Fig. 25. Performance speed-up due to lifetime banking on different workload characteristics. [14]

Using the above analytical model (i.e. Equation ( 13), we cancalculate the performance speed-up by PDRM
(i.e. f2

fn
in the hot phase) as a function of∆T and the duty cycle of the cool phase. The results are presented in

Figure 25, which shows that the performance speed-up is highly dependent on the duty cycle of the cool phase.
When the duty cycle of the cool phase is fixed, the increase of temperature difference will also increase the speed-
up. However, after some value (e.g. about 20oC), the temperature difference has a minor effect on the speed-up,
due to the exponential dependence of the reliability consumption rate on temperature. Because the extra reliability
balance brought by further lowering the temperature in the cool phase is negligible when compared to the very
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high consumption rate in the hot phase. This figure suggests that the “sweet spot” for performance speed-up with
P DRM lies in the case when the duty cycle of the cool phase is more than 50% and the temperature difference is
more than 20oC, and we can expect more than 5% of performance speed-up. Fortunately, as shown before, many
server workloads satisfy these requirements.

The simulation results of DTM and PDRM from Figure 20 are re-plotted in Figure 25. The workloadsfor these
data are similar to that shown in Figure 20, with the cool phase duty cycle equal to 0.5, 0.6 and 0.75 respectively.
The reliability temperature is set to90oC, while the temperature of the cool phase in these workloads is about
70oC. These simulation results show a similar trend to that predicted by our simple analytical model, though our
analytical model is not calibrated against any specific simulation data. Therefore, these simulation results confirm
the applicability of our analytical model. Compared with the simulation results, it seems that the analytical model
underestimates the performance speed-up by PDRM. Two major reasons might help explain the discrepancy. First,
in our analytical model, we use a cubic relationship betweenpower and operating frequency, which exaggerates
the effect of clock frequency on the temperature, leading toa more conservative estimate of the performance
speed-up. Second, in the simulations, we include the idle penalties for frequency/voltage transitions due to dynamic
frequency/voltage scaling, while in the analytical model,we do not assume any extra performance penalty for DTM.

VIII. C ONCLUSIONS

This paper presented an analysis of interconnect EM failures subject to temporal and spatial thermal gradients.
For EM under time-varying stresses (temperature/current), we proposed a dynamic reliability model, which returns
reliability equivalent temperatures/currents. For EM under non-uniform temperature distributions, we obtained close
bounding temperatures to estimate the actual lifetime. Therefore, the commonly used Black’s equation is still
applicable by using our constant reliability equivalent temperatures. Our analysis reveals that blindly using the
maximum or average temperature to evaluate EM lifetime is inappropriate. Our results not only increase the accuracy
of reliability estimates but enable designers to more aggressively explore the design space and to reclaim the design
margin imposed by less accurate, more pessimistic models. Existing constant-temperature models require designers
to observe a static worst-case temperature limit, but the analysis presented here enables temperature-aware designers
to evaluate the system reliability using runtime information, thus increasing the confidence about the actual behavior
of the system. The dynamic nature of our reliability model also makes it suitable for DTM.

As an application example, we detailed the use of the temperature variability and lifetime resource models to
develop novel DRM techniques that reduce the performance penalties associated with existing DTM techniques
while maintaining the required expected IC reliability lifetime. When the operating temperature is below a nominal
temperature (i.e., the threshold temperature used in DTM techniques), lifetime is being consumed at a slower than
nominal rate, effectively banking lifetime for future consumption. A positive lifetime balance allows the nominal
temperature to be exceeded for some time (thus consuming lifetime at a faster than nominal rate) instead of
automatically engaging DTM and unnecessarily suffering the associated performance penalties. For general-purpose
computing, simulation results revealed that SDRM provides performance improvements over traditional threshold-
based DTM without sacrificing expected lifetime, or allows the usage of cheaper thermal package without sacrificing
performance. For server workloads, simulations on synthetic workloads demonstrate the possibility to increase server
QoS by using PDRM when service requests are aggregated. A conservative analytical model further identifies the
“sweet spots” of server workloads that benefit from our PDRM. Although the DRM experiments presented in this
paper do not explicitly study the scenarios with long periods of inactivity, which are commonly seen in non-server,
user-driven workloads, our lifetime banking techniques can be applied in a straightforward way, because our dynamic
reliability model (Equation (12)) also holds true in these situations. Consequently, much better performance gains
would be expected compared to those obtained in the server style workloads presented here, because more lifetime
banking opportunities are available during those inactivity periods.

In the future, we will compare our analysis with experimental data. We will also investigate other dynamic
reliability models by considering such failure mechanismsas fast thermal cycling, stress-migration, and dielectric/gate
oxide breakdown. Finally, we will integrate the dynamic reliability models into a reliability-aware design flow.
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APPENDIX

Consider an EM process with zero stress at both ends of the metal line and with non-uniform temperature
distribution across the metal line. In the steady state, themechanical stress along the line reaches its steady
distribution, or ∂σ

∂t
= 0. And the following equation is hold (from Equation (3)):

∇J =
∂

∂x

(

β (T (x))

(

∂σ(x)

∂x
− α(T (x))

))

= 0

with the boundary conditions:σ(0, t) = σ(l, t) = 0, whereT (x) is the temperature profile.

Therefore,β (T (x))
(

∂σ(x)
∂x

− α(T (x))
)

= J , whereJ is a constant and represents the steady state atom flux.
Thus, in the steady state of EM process, there exists a constant atomic flux from one end (cathode) of the metal
line to the other (anode). It follows that

(

∂σ(x)
∂x

− α(T (x))
)

= J
β(T (x)) . By integrating both sides of this equation

along the metal line, and noticing thatσ(0) = σ(l) = 0, we obtain−
l
∫

0

α(T (x)dx = J
l
∫

0

1
β(T (x))dx. And finally the

steady state atomic flux can be expressed as:

J = −

l
∫

0

α(T (x))dx

l
∫

0

1
β(T (x))dx
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